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1. You are asked to build a linear classifier based on four training samples. Each sample is characterised by two features: \([f_1, f_2]\). The four training samples are \([1, 1]\), \([0, 1]\) and \([1, 0]\) from class A, and \([0, 0]\) from class B.

a) Write down the formulation of your linear classifier and state what model parameters need to be optimised. (3 marks)

b) Use the sum-of-squares error function to train your classifier. Explain how you are going to set your target output and write down your optimisation objective function. (3 marks)

c) Derive the partial derivatives of the objective function. (3 marks)

d) One way to do the training is by letting the partial derivatives equal to zero and solving the resulting linear equations. Following this approach, derive the trained classifier. (3 marks)

e) Instead of setting the partial derivatives to zero, stochastic gradient descent can be used for training. At the \(t\)-th iteration, only the sample \([1, 1]\) from class A is used to estimate the gradient. Write down the model updating rule for this iteration, given learning rate fixed as \(\eta = 1\). (3 marks)

f) What happens when using \([0, 0]\) from class B to update the model parameters? (3 marks)
2. a) Give pseudo-code for the testing phase of the k-nearest neighbour regression algorithm.
   (4 marks)

   b) List two advantages and two disadvantages of the k-nearest neighbour algorithm.
   (4 marks)
3. You have learned that the gradient descent approach can be used to minimise a given function. Now you are asked to maximise a function. Design an approach for this and explain your design. (4 marks)