Overall students scored very highly on this exam. Since I regard it as quite a tough one, I am very pleased in that students seem to have genuinely learnt a lot. There were a few issues, detailed below.

Several people thought a parameter for fitting in logistic regression is the learning rate - this is true, but *both* increasing and decreasing can fine tune, hence it is not valid for both parts of the answer.

Question 6 on the Naive Bayes was not well answered in general - many people unable to state the assumptions clearly.

The Bayes Theorem question was mostly well answered, but some made basic arithmetic mistakes by not being careful enough.

The MCQ had an average grade of 17/25.