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This dissertation presents a complete process of the design, implementation and test of a machine learning model based on deep Convolutional Neural Networks (CNNs) [24], with the aim to investigate its transfer learning aspects for facial information processing.

Human face images convey different types of information ranging from facial identity or morphological information to facial expression information. However, it is challenging to extract a specific information component\(^1\) given that both these types of information are entangled into a universal representation. By investigating the transferability of facial features, it is hoped that the nature and extent to which deep CNN offers an advantage to transfer learning is studied and its utility to disentangle information components is verified.

In the experimental work, various CNN architecture designs were considered for three benchmark facial databases. These designs were narrowed down using model selection and the selected model was subsequently tested on its transfer learning capabilities. Results obtained favour knowledge transfer at lower layers of deep CNNs where features are general while it does not favour knowledge transfer at higher layers where the features are specific to a particular data set or task. This degree of transferability in turn provided evidence of disentangling of facial information components.

\(^1\)Extraction of task-specific representation is called Information Component Analysis (ICA) [8]
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Chapter 1

Introduction

1.1 Overview

Deep learning\(^1\) is an emerging area of research in the field of machine learning. Successful applications have been built using deep learning methods in speech and audio processing, language modelling and natural language processing, information retrieval and computer vision [12]. Some of the reasons which has spiked interest in this field is the availability of large labelled data sets, GPU implementations which makes training of large models possible and better regularization methods to avoid over fitting of these models [23], [44].

In computer vision, the recent success in the ImageNet Challenge [23] shows that such deep architectures are capable of learning low level features such as different oriented edges to higher level abstract features such as object boundaries or contours that are built upon these low level features. Such multi-level representations are considered good as it facilitates extraction of useful information for a particular task along with re-use of common features for other tasks.

Transfer Learning is another active research area in machine learning that exploits the re-usability of features learnt by deep models. Here the representations learnt for a given input distribution or task is transferred to a different distribution or task. This technique has been used in acquiring feature representations when there are few or no labels of the class of interest during training [29].

\(^1\)A sub-field within machine learning that is based on algorithms for learning multiple levels of representation in order to model complex relationships among data.
The main motivation behind this project was to use this state-of-the-art technique in representation learning, such as deep CNNs, to verify the hypothesis of transferability of features in deep networks for facial information processing. Two different problems were chosen to test this hypothesis: Face Recognition (FR) and Facial Expression Recognition (FER). The raw pixel images of faces often contain different types of information components like identity, expression, pose, occlusion and illumination which are entangled into a universal representation. Therefore, emphasis was placed on the ability of the model to learn representations which disentangle information components in the input data. If the outcome favours transferability, the improvement in the performance of existing face recognition or facial expression recognition systems can be envisaged to exploit transferability of features.

1.2 Aim

Develop and evaluate a machine learning model based on CNNs, to study the transfer learning aspect (as per the experimental protocols and methods proposed by [43]) in deep CNNs for both face recognition and face expression recognition tasks.

1.3 Objectives

- Learning Objectives
  - Investigate and understand deep architectures: specifically Deep CNNs, together with its layered architecture and properties, methods of training like Stochastic Gradient Descent with Back Propagation.
  - Review how CNNs can be applied to actual Machine Learning related problems such as classification, detection and recognition.
  - Investigate the use of CNNs for facial image processing like face recognition and facial expression recognition.
  - Study and understand the concept of Transfer Learning and review the use of transfer learning methods for machine learning and data mining technologies.
  - Exploration of CNN MATLAB libraries such as MatConvNet toolbox.
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• Deliverable Objectives

  – Develop and implement a software program in MATLAB capable of analysing
    transferability of features at each layer in CNNs when applied to facial
    images.
  
  – Develop and implement a visualization technique that facilitates visualization
    of the learned features by projecting it in raw pixel space.
  
  – An experiment demonstrating the effectiveness of transfer learning at dis-
    entangling information components for the task of face recognition and
    face expression recognition.
  
  – Analyse the experimental results and provide a justification of the utility of
    transfer learning at disentangling facial information components based on
    the top-1 or top-5 accuracy of the model on test data and the visualization
    technique.

1.4 Report Outline

The structure of the report is as follows:

• chapter 1: Introduction
  This chapter covers a brief introduction to the problem domain and describes the
  aims and objectives of the project.

• chapter 2: Literature Review
  This chapter contains a literature review covering topics related to this project.
  It includes a detailed overview into the research domains and sub-domains in-
  volved in the project. The broader context of representation learning has been
  presented which is followed by a detailed coverage on representation learning by
  deep CNNs. Concepts from Artificial Neural Networks to deep CNNs is given
  along with training of such deep architectures. The chapter ends with a another
  main research area of this project called Transfer Learning. Additionally, this
  chapter provides an overview on the current research being carried out in deep
  CNNs in the field of facial image processing, and transfer learning methods used
  in image classification.

• chapter 3: Problem Statement and Methods:
  In this chapter, the research questions addressed by this project is elaborated
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with justification. The research methodology adopted to implement the system is also described. The various architecture design choices and hyper-parameter selection has been explained. Finally, the chapter ends with the transfer learning hypothesis of the project along with two verification methods used to answer the hypothesis.

• chapter 4: Implementation
The details of the design and implementation of the software solution is exposed in this chapter. The software toolbox and system information is provided. Flow chart representations depict the logical flow of the code developed for the project.

• chapter 5: Experiments
This chapter covers all the experimental work carried out for the project. Sections are based on three benchmark datasets that were tested for transfer learning characteristics. The results of the experiments are presented with accuracy plots and visualization of feature maps.

• chapter 6: Discussion
This chapter provides a discussion of the project with a personal reflection on the limitations and challenges of the project. It also contains a discussion of possible directions of future work based on these limitations.

• chapter 7: Conclusions and future work
This chapter summarizes the entire project while highlighting the objectives fulfilled in the process.
Chapter 2

Literature Review

This chapter is concerned with the background material for the project. The sections are divided based on the research domains and sub-domains involved in this project. It begins with the broader context of Representation Learning within which this project is nestled. The second and third sections describe deep CNNs which is the main technical component of the project to learn hierarchical representations. Training of deep CNNs, that is the process of finding values for the parameters which lead to meaningful representations of the data has been elaborated. Finally, the section ends with the related work in facial recognition using CNNs. The final section covers another key research area of this project, which is Transfer Learning. It explains the concept and need for transfer learning. A brief overview is provided regarding recent research done in the field of transfer learning.

2.1 Representation Learning

Learning good internal representations of the data, can have a huge impact on the performance of machine learning algorithms [5]. A good representation contains features that are invariant to distortions (or irrelevant features) of the input, and are capable of disentangling explanatory factors of variation (or relevant features) in the input. For facial images the distortions include translation, scaling and rotations of a face within an image and the factors of variations include identity, expression, lighting, pose and occlusions. These factors or information components are intertwined into a single raw pixel representation.
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Images acquired from unconstrained environmental conditions like a CCTV cameras, contain a combination of one or more of these distortions and variation (like pose, lighting or occlusions), which make it difficult to extract relevant features.

Figure 2.1, depicts the various methods to extract features from data. Some of the traditional methods in computer vision to extract useful information rely on hand-crafting feature extractors. Methods such as SIFT, LBP and HAAR [5], exploited expert knowledge to design feature extractors while many of the established facial
image processing systems focus on representation learning to automatically learn abstract representations from data, upon which a classifier is built. An example of such a system is shown in Figure 2.2, which consists of different steps: Face Detection, Face Normalization, Feature Extraction and Classification [26]. Here the goal of the feature extraction step is to extract suitable information (either identity for FR or expression for FER) from the pre-processed raw pixel representations.

![Facial Image Processing Pipeline](image)

Figure 2.2: Facial Image Processing Pipeline

Earlier methods in representation learning focussed on linear methods [2] such as Eigenface (based on PCA), Fisherface (based on LDA) and their extensions. Here each pixel in an image is considered as a coordinate in high dimensional space called the image space. These methods use the technique of dimensionality reduction where the data is projected linearly from the image space to a low-dimensional subspace called face subspace. In particular, Eigenfaces, chooses a projection that maximizes total scatter across all facial images. This projection matrix is composed of principal components or eigenfaces to form a compact low dimensional feature vector and a linear combination of these eigenfaces is used to reconstruct the given face. In Fisherface, a discriminative subspace is created which approximates inter- and intra-personal face variations by using two scatter matrices (within class $S_w$ and between class $S_b$ matrices) and finds the projection directions to maximize the ratio between them.

These systems work well under the assumption that the relationship between the independent underlying factors and the observed high-dimensional data can be expressed by a linear transformation [5]. However, in real world these underlying factors vary with each other in complex ways.

Recently, much of the success of representation learning for Artificial Intelligence (AI)
tasks is accredited to algorithms capable of extracting non-linear features. These non-linear representations help in abstracting out the complex interaction of factors in data. These representations are learnt through either single layer models like RBMs and Auto-encoders [5] or they can be stacked into deep models with a hierarchical organization of explanatory factors such as Deep Belief Networks (DBNs) or Deep Neural Networks. These deep models can either be trained layer-wise through unsupervised or supervised pre-training or trained as single unit in a purely supervised setting [5].

As highlighted in Figure 2.1 this project falls in the broader research domain of representation learning and narrows down to the deep learning approaches of representation learning with the use of deep CNNs [25]. Another key research area is to use such multi-level representations for transfer learning, which is explained section 2.4. These architectures have been used successfully in recent literature on computer vision tasks like object recognition on the ImageNet database [23] and the Facial Expression Recognition Challenge- 2013 [16], with the top three teams using deep CNN architectures.

### 2.2 Convolutional Neural Network (CNN)

CNNs are similar to Regular Neural Networks\(^1\) that are also composed of computational units (nodes) called neurons [20], as shown in Figure 2.3. This artificial neuron takes as input \(x_1, x_2, \ldots, x_d\) where \(d\) is dimension of the input and bias \(b\) and outputs the prediction:

\[
h_{w,b}(x) = f(b + \sum_{i=1}^{d} W_i x_i) \tag{2.1}
\]

where \(f : R \rightarrow R\) is the activation function. \(W_i\) are the connection weights and bias \(b\) are the parameters that fit the data.

\(^1\)Neural Networks are inspired from biological Neurons that simulate the functions of dendrites, axon, synapse and cell body. They communicate through generation of action potential or electrical impulses. This action potential is model through the activation function and bias.
The output is a linear transformation of the input $X$ (pre-activation) followed by a non-linearity $f$ (output activation). There are a number of activation functions that are available in literature to introduce non-linearity in the computation of the output of a
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neuron like the linear function, sigmoid function, hyperbolic tangent function (tanh) and rectified linear (ReLU) functions [39], as shown in Figure 2.4.

Recent published literature on deep neural networks has favoured the use of non-saturating non-linearities such as ReLUs to model the neurons output as these perform faster than saturating non-linearities like tanh, sigmoid [23], [18]. The ReLU activation function is given by:

\[
f(z) = \max(0, z)
\]  

(2.2)

It has a gradient 0 when \(z \leq 0\) and 1 otherwise.

These neurons can be connected together to build neural networks that contain a single hidden layer or multiple hidden layers.

\[
z^{(2)} = W^{(1)}x + b^{(1)}
\]  

(2.3)

\[
a^{(2)} = f(z^{(2)})
\]  

(2.4)

\[
z^{(3)} = W^{(2)}a^{(2)} + b^{(2)}
\]  

(2.5)

Shown in Figure 2.5, is an example of a neural network with single hidden layer. It has a total of \(L\) layers where layer L1 of the network is called input layer, layer L3 with a single node is called output layer, and layer L2 of nodes is called hidden layer.

Figure 2.5: Neural Network model
2.2.1 Properties of CNNs

CNNs are multi-layered neural networks that are specifically adapted to computer vision problems where images are extremely high dimensional inputs. A gray scale image of 150 X 150 pixels has 22500 different input elements or an RGB image has 3 X 22500 pixels (3 times more) input elements to manipulate. This implies that there will be unmanageable number of parameters to handle, over fitting problems and increased computational time. CNNs are characterized by three different properties that reduce the number of parameters:

- **Local Connectivity**: For high dimensional inputs it is impractical to connect neurons to every neuron in the previous layer. Each unit in the hidden layer is connected to a subset (patch) of the input image as shown in Figure 2.6a. The hidden unit will also be connected to all the channels or entirely along the depth of the input volume (RGB has a depth of 3 and gray scale has a depth of 1) as shown in Figure 2.6b. This patch is known as the receptive field of the neuron with dimensions r x r, which is equal to the size of the kernel that is applied to the image.

\[
h_{w,b}(x) = a^{(3)} = f(z^{(3)}) \tag{2.6}
\]

This is called the forward propagation step and this network is called a feed forward neural network.
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- Parameter Sharing: It segments the units in a hidden layer into different **feature maps**. The hidden units within a feature map share the same parameters and cover different portions of the image as shown in Figure 2.7. Here, $W_{ij}$ connects the $i^{th}$ channel to the $j^{th}$ feature map. Within a feature map receptive fields occur at each possible position within the image. This reduces the number of parameters further and allows us to extract same features at every position. The feature maps corresponds to transformation that is **equivariant**, which implies if a translation is applied to the input image, the feature map will visually contain the same transformation [20].

- Pooling and Sub-Sampling: It aggregates the activations of a set of hidden units within a neighbourhood in a given feature map. The **Max** pooling operator computes the maximum value of the hidden units within the local neighbourhood that summarizes the characteristics of all the units. The pooling is performed on non-overlapping neighbourhoods and results in a smaller feature map (sub-sampling). In Equation 2.7, $x_{i,j,k}$ is the value of $i^{th}$ feature map at position $\{j,k\}$, $p$ is the vertical index in the local neighbourhood, $q$ is the horizontal index in the local neighbourhood and $y_{ijk}$ is the pooled and sub-sampled layer.

$$y_{ijk} = \max_{p,q} x_{i,j+p,k+q} \quad (2.7)$$

The pooling operation reduces the number of hidden units in the next layer. Therefore, computing the subsequent convolution layer is more efficient. The
max operator introduces invariance with local translations of the object.

**Discrete Convolution**

Instead of performing a linear summation of the input and filter weights as given in Equation 2.1, a discrete convolution operation is used for computing the forward propagation in a CNN. Hidden units in each layer will be segmented into feature maps as described in previous section and for each feature map, a discrete convolution given in Equation 2.8, will be performed to compute the pre-activations of all hidden units within the feature map.

\[
h_{w,b}(x) = f(b + \sum_{i=1}^{d} k_i \ast x_i) \tag{2.8}
\]

where \(f(.)\) is the ReLU non-linearity. The convolution of an image \(x\) with a kernel \(k\) (\(r \times r\)) is computed as in Equation 2.9:

\[
(x \ast k)_{ij} = \sum_{p,q} x_{i+p,j+q} k_{r-p,r-q} \tag{2.9}
\]

where \(p\) and \(q\) are offsets and varies \(\{0, \ldots, r-1\}\). For simplicity, the connection matrix \(\tilde{W}_{ij}\), with the rows and columns flipped shown in Figure 2.8 will be equal to \(k\). The non-linearity helps to emphasize when there is a correspondence with a learned filter and a particular region in an image that contains a feature such as an edge.

![Figure 2.8: Discrete Convolution](image)
2.2.2 Full ConvNet Architecture

A fully connected CNN (Full ConvNet) is built by stacking Convolutional layers (CONV), Pooling layers (POOL) and at the output a Fully-Connected layer (FC).

![Full ConvNet Architecture](image)

- The CONV layer consist of a set of learnable filters or kernels. Each filter slides across the input image and compute the discrete convolution between the filter and the receptive field of the input. If the input has multiple channels or depth (For example an RGB image), then the convolution outputs are summed together, followed by the non-linearity.

- The POOL layer involves a pooling operation such as max operator followed by a sub-sampling operation that down samples the features maps using the max value.

*Figure 2.9, shows alternately stacked CONV and POOL layers. The input image is convolved with 64 kernels each of 9 x 9 to form 64 feature maps. Each feature map at layer 1 is of 75 x 75 due to the convolution operation. If zero padding is used for the input image then the feature map size would be the same size as the input image. This operation is followed by the pooling operation and sub-sampling operation that uses a fixed function such as a max operator to obtain 64 feature maps of reduced dimensions 14 x 14. At layer 3, all of the 64 feature maps at layer 2 are now the input channels for each feature map at layer 3. Therefore, each feature map will have a kernel size...*
of 64 x 9 x 9, which is a large amount of computation. In practice, random subsets of feature maps at layer 2 are assigned to each feature map at layer 3 to reduce the number of parameters and computation. The penultimate layer is then fully connected to an output layer that can be a classifier such as a multi-class linear support vector machine (SVM) or a n-softmax classifier [38].

2.2.3 Related Work

This subsection covers a brief review of CNNs used in facial image processing and Table 2.1 gives details of the architectures published that have achieved state of the art facial recognition rates.

[46], focussed on learning deep CNNs, to recover faces in arbitrary poses and illumination to frontal faces (canonical view) with normal illumination. The authors proposed a new face representation with Facial Identity Preserving (FIP) features by combining the feature extraction layers with reconstruction layer. The reconstruction layer used the canonical view of the original input image as the supervision criteria instead of a class label. This gave the deep structure more resistance to over fitting. These features were robust to intra-personal variation (such as pose, expressions and others) whilst maintaining high discriminative power between identities. Three locally connected layers and two pooling layers are stacked alternately to encode the input into FIP features. The transformed or reconstructed faces were then used to perform facial recognition.

[14], derives a face representation called DeepFace from a nine layer deep neural network. The three-fold contributions of this paper were, a learned representation coupled with 3D face alignment trained on a large facial database containing faces in unconstrained environments. The first three layers were conventional convolution-pooling-convolution layers. The subsequent three layers are locally connected, followed by 2 fully connected layers. Only a single max pooling layer was used to maintain a balance between making learned features robust to local translations and preserving local texture details.

[36], proposes a face representation, referred to as Deep hidden IDentity feature (DeepID). DeepID achieved an accuracy of 97.45 % by using only identification information to supervise the CNN training. These features are learnt my combining a small collection
of CNNs (patch or network fusion) instead of using one deep CNN architecture. One small network consists of 4 convolutional layers, 3 max pooling layers and 2 fully connected layers. Data augmentation was also used to expand the data set, where the input to a CNN consisted of a particular face patch. The outputs of all CNNs were combined to form one over-complete representation. All the identities were classified from the training set simultaneously which helped learn features that were highly discriminative and compact with good generalization ability.

Further improving the performance of DeepID, [33] used both verification and identification as supervision signals to form DeepID2 feature representation. It was argued that using either of the signals as standalone is not as effective and should be employed together. The aim was to reduce intra-personal variation by imposing the constraint that every two DeepID2 feature vectors extracted from the same identity are close to each other while those extracted from different identities are kept away and increase the inter-personal variation by classifying different identities simultaneously. Joint Bayesian model was utilized to model the verification task.
<table>
<thead>
<tr>
<th>CNN</th>
<th>Input Image</th>
<th>Architecture</th>
<th>No. of Parameters</th>
<th>Patch Fusion</th>
<th>Feature Length</th>
<th>Training Set</th>
<th>Output layer</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>FIP</strong></td>
<td>96X96X1</td>
<td>L1: 32X96X96, M2, L3: 32X48X48, M4, L5: 32X24X24 F6</td>
<td>1M</td>
<td>No</td>
<td>-</td>
<td>754,204 images 337 subjects</td>
<td>No classifier, Reconstruction layer used</td>
</tr>
<tr>
<td><strong>DeepFace</strong></td>
<td>152X152X3</td>
<td>C1: 32X11X11, M2, C3: 16X9X9, L4: 16X9X9, L5: 16X7X7, L6: 16X5X5, F7, F8</td>
<td>120M+</td>
<td>No</td>
<td>4096</td>
<td>120M+ images 4K+ subjects</td>
<td>n-softmax</td>
</tr>
<tr>
<td><strong>DeepID</strong></td>
<td>39X31 X{3,1} 31X31 X{3,1}</td>
<td>C1: 20X4X4, M2, C3: 40X3X3, M4, C5: 60X3X3, M6, C7: 80X2X2, F8, F9</td>
<td>101M+</td>
<td>Yes</td>
<td>19200</td>
<td>202K+ images 10K+ subjects</td>
<td>n-softmax</td>
</tr>
<tr>
<td><strong>DeepID2</strong></td>
<td>55X47 X{3,1}</td>
<td>C1: 20X4X4, M2, C3: 40X3X3, M4, C5: 60X3X3, M6, C7: 80X2X2, F8, F9</td>
<td>101M+</td>
<td>Yes</td>
<td>180</td>
<td>202K+ images 8192 subjects</td>
<td>n-softmax for identification and Joint Bayesian for verification</td>
</tr>
</tbody>
</table>
2.3 Supervised CNN

The supervised learning system has been employed in this project to build a CNN model and evaluate it on unseen data, as shown in Figure 2.10. It consist of two stages: training where the model is trained using a training algorithm and testing where the trained model is now tested on examples that are unseen during the training stage. The parameters of the CNN model such as the filter weights and biases are learnt by training the CNN model using Stochastic Gradient Descent with Back propagation [32] on labelled facial images.

The training error rate is calculated during training phase which determines how well the model has fit the training data. The validation error helps determine the optimum hyper parameters of the model and the testing error rate of the model measures the generalization capability of the model to new data. One of the drawbacks of this model is that if new training examples arrive then the old model has to be re-trained.
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from scratch to include these new examples as well.

2.3.1 Training CNN architectures

Training a CNN involves finding the right set of weights and biases that will activate when the CNN observes certain features within an image. The training of CNN done in this project is off-line, where the training set is presented to the CNN as a single unit, or in batches and the errors are accumulated. These accumulated errors are then used to update the weights and biases.

The training of CNNs can also be viewed as solving an optimization problem, to find the optimum values for \( W \) and \( b \) which minimizes the optimizer given in Equation 2.10.

\[
\arg\min_{W,b} = \frac{1}{T} \sum_{t} J(f(x^t; W, b), y^t) + \lambda \Omega(W, b)
\]  

(2.10)

where \( x \) is the input of the \( t^{th} \) sample and \( y \) is the corresponding label. \( J(f(x^t; W, b), y^t) \) is the loss function which compares the prediction \( f(x^t; W, b) \) with actual label \( y^t \), averaged over \( T \) samples. \( \Omega(W, b) \) is the regularizer, that is used to penalize the certain values of \( W \) and \( b \), and \( \lambda \) is the regularization term that controls the balance between the optimization of the loss function and the regularizer. There are two types of regularizer that can be employed in the above optimizer equation: L2 regularization penalizes the square of the weight value \( \lambda \sum_i W_i^2 \) while L1 regularization penalizes the absolute value of the weight \( \lambda \sum_i |W_i| \). However, in general the purpose of regularization is to ensure the model learns to generalize for unseen examples in the test set.

Since the classification problem in this project is a multi-class classification problem, the loss function used is a n-softmax function as described in subsection 2.3.2. The cross entropy loss for a n-softmax Equation 2.15 is given by:

\[
J(W) = -\sum_{i=1}^{m} \sum_{k=1}^{n} 1\{y^{(i)} = k\} \log \frac{\exp(W^{(k)^T x_i})}{\sum_{j=1}^{n} \exp(W^{(j)^T x_i})}
\]

(2.11)

where \( y^{(i)} \in 1, ..., n \) where \( n \) is the \( n^{th} \) class label, \( m \) is number of labelled examples and \( J(W) \) is summed over all \( n \) different possibilities of a class label.
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Stochastic Gradient Descent (SGD)

SGD is a technique in machine learning that is used to solve the optimization problem given in Equation 2.10. To decrease the error, the parameters should be updated in the direction of the negative gradient shown in Figure 2.11. Unlike the convex function (shown to the left) in this figure, $J(W)$ is a non-convex function (shown to the right) that is susceptible to local minima. However, in practice gradient descent is capable of converging to an optimum solution. First, the weights and biases are initialized to random values from a normal distribution near 0. The purpose of random initialization is symmetry breaking [39]. Second, for each training example the gradients are computed with respect to the parameters using Back Propagation and using these gradients the parameters are updated iteratively, given by algorithm 1. Algorithm 2, describes the steps for Mini-Batch Gradient Descent which is faster than SGD. The main difference lies in the number of training examples considered for a single iteration. In SGD, one example is used per iteration where as in mini-batch gradient descent a smaller set of $B$ examples are used. Mini-Batch Gradient Descent offers the advantage of lesser variance in parameter updates as it sees a group of examples prior to its update, leading to a stable convergence. In this project, the mini-batch gradient is chosen where the optimal batch size $B$ is chosen based on the given architecture. Finally, $\alpha$ is the learning rate that defines how large or small the update can be. In practice, the value for $\alpha$ is chosen to be a small and constant value for the initial epochs and later it is annealed over time[4]. Additionally, it is good practice to randomly shuffle the data prior to each epoch as this prevents bias of gradients which can lead to poor convergence [39]. Momentum method is an extension to SGD that is used to increase the speed

Figure 2.11: Error Function Versus Parameter
Algorithm 1 Stochastic Gradient Descent

**Input:** data $x^{(t)}$
Initialize $W^{(1)}, b^{(1)}, \ldots, W^{(L)}, b^{(L)}$

**for** epoch=1 to N **do**
  **for** each training example $x^{(t)}, y^{(t)}$ **do**
    Use back propagation to compute gradients $\nabla_W J(W, b; x, y)$ and $\nabla_b J(W, b; x, y)$
    Set $\Delta W^{(l)} \leftarrow \Delta W^{(l)} + \nabla_W J(W, b; x, y)$
    Set $\Delta b^{(l)} \leftarrow \Delta b^{(l)} + \nabla_b J(W, b; x, y)$
    Update $W^{(l)} \leftarrow W^{(l)} - (\alpha \Delta W^{(l)} + \lambda W^{(l)})$
    Update $b^{(l)} \leftarrow b^{(l)} - (\alpha \Delta b^{(l)})$
  **end for**
**end for**

Algorithm 2 Mini-Batch Gradient Descent

**Input:** data $x^{(t)}$
Initialize $W^{(1)}, b^{(1)}, \ldots, W^{(L)}, b^{(L)}$

**for** epoch=1 to N **do**
  **for** each $i=1$ to $B$ **do**
    Use back propagation to compute gradients $\nabla_W J(W, b; x, y)$ and $\nabla_b J(W, b; x, y)$
    Set $\Delta W^{(l)} \leftarrow \Delta W^{(l)} + \nabla_W J(W, b; x, y)$
    Set $\Delta b^{(l)} \leftarrow \Delta b^{(l)} + \nabla_b J(W, b; x, y)$
    Update $W^{(l)} \leftarrow W^{(l)} - (\alpha [\frac{1}{B} \Delta W^{(l)}] + \lambda W^{(l)})$
    Update $b^{(l)} \leftarrow b^{(l)} - (\alpha [\frac{1}{B} \Delta b^{(l)}])$
  **end for**
**end for**

of learning when the loss function contains long, narrow local minima. This method adds a fraction $\beta$ of the previous weight update to the current update [39] which helps smooth out the noise and oscillations that gradient descent has in directions of high curvature of the loss function [4].

**Back Propagation Algorithm**

It is a procedure to compute the parameters gradients with respect to parameters $W$ and $b$. Given in algorithm 3, for each training example $(x, y)$, the forward pass is computed as described in section 2.2, which computes all the activations of the network [11]. Then, for each node $i$ in the output layer $n$, the error $\delta_n^i$ is calculated that measures the
Algorithm 3 Back Propagation Algorithm

Perform a feed forward pass, computing activations for layer $L_2, L_3, ..., L_n$

**for** each node $i$ in the output layer $n$ **do**

\[
\delta_i^n = \frac{\partial}{\partial z_i^n} \frac{1}{2} \left\| y - h_{W,b}(x) \right\|^2 = -(y_i - a_i^{(n)}) \cdot f'(z_i^{(n)})
\]

**end for**

**for** $l = n-1, n-2, ..., 2$ **do**

**for** each node $i$ in the output layer $n$ **do**

\[
\delta_l^i = (\sum_{j=1}^{s_{l+1}} W_{ij}^l \delta_{j}^{l+1}) \cdot f'(z_i^{(l)})
\]

**end for**

**end for**

Compute the partial derivatives

\[
\nabla_{W_l} J(W, b; x, y) = \delta^{l+1}(a^{(l)})^T
\]

\[
\nabla_{b_l} J(W, b; x, y) = \delta^{l+1}
\]

error contribution of that node to the output. For hidden units, the error $\delta_l^i$ is computed based on a weighted average of the error terms of the nodes that uses $a_l^{(l)}$ as an input.

In addition, for CNN architectures the gradients have to be passed through the convolution and pooling operation [20]. Let $l$ be the loss function of a given training example and $y_j = x_i \ast k_{ij}$ where $y_j$ is the pre-activation of the $j^{th}$ feature map of the convolution operation, then the gradient for $x_i$ of the $i^{th}$ input channel is given by,

\[
\nabla_{x_i} l = \sum_j (\nabla_{y_j} l) \ast (W_{ij})
\]  \hspace{1cm} (2.12)

where $\nabla_{y_j}$ is the gradient of the loss of the full feature map.

The gradient for $W_{ij}$ is

\[
\nabla_{W_{ij}} l = (\nabla_{y_j} l) \ast (\widetilde{x}_i)
\]  \hspace{1cm} (2.13)

where $\widetilde{x}_i$ is the row flipped version of $x_i$. For max pooling operation given in \textbf{Equation 2.7}, the gradient for $x_{ijk}$:

\[
\nabla_{x_{ijk}} l = 0 \text{ except for } \nabla_{x_{i,j+p',k+q'}} l = \nabla_{y_{ijk}} l \text{ where } p', q' = \text{arg max } x_i,j+p,k+q.
\]

### 2.3.2 Softmax Classifier

In classification tasks using deep learning techniques it is standard to use a \textit{Softmax function} for multi-class classification [38]. Here, the activation of the output layer of
the CNN is forced to represent a probability distribution where the conditional probability of the input belongs to class $k \in 1, \ldots, n$ given input $x$: $p(y^{(i)} = k|x)$. For example, a face recognition task that involves 1:1 verification, the classifier simply outputs a binary value of 1 (yes) or 0 (no) and a task that involves 1:N such as identification where the output is given in terms of a confidence measure of the identity of the person when compared with the enrolled faces in the database. For a facial expression recognition task the classifier outputs a confidence measure for each of the expressions.

The n-softmax classifier receives some input $a_i$ accumulated from the layer below, as given in Equation 2.14, and outputs $p(y^{(i)} = k|x^{(i)})$ that not only depends on its own $a_i$ but depends on all other $a_j$, this relationship is given by Equation 2.15. $W$ is the weight connecting the penultimate layer to the softmax layer.

$$a_i = W^{(k)}T x^{(i)}$$

$$p(y^{(i)} = k|x^{(i)}) = \left( \frac{\exp(a_i)}{\sum_j^n \exp(a_j)} \right)$$

The predicted class $\hat{i}$ would be the one with highest estimated probability:

$$\hat{i} = \arg \max_i p(y^{(i)} = k|x^{(i)})$$

### 2.4 Transfer Learning

The right internal representation of data can have a huge impact on the performance of traditional machine learning algorithms as described in section 2.1. Here, the underlying assumptions is that the training and test data come from the same distribution or feature space $D_s = D_t$, where $D_s$ is the source domain and $D_t$ is the target domain [29]. However, if this distribution changes $D_s \neq D_t$, the machine learning model will have to be re-built using the newly labelled training data, which is expensive. Hence, in such scenarios extracting knowledge from one or more source tasks and transferring it to a target task proves beneficial [3]. Figure 2.12, highlights this difference between traditional machine learning algorithms and transfer learning techniques.

The formal definition of transfer learning is given in [29], which states that given a source domain $D_s$ and learning task $T_s$, a target domain $D_t$ and learning task $T_t$, transfer
learning aims to help improve the learning of the target predictive function \( f_T(.) \) in \( D_T \) using the knowledge in \( D_s \) and \( T_s \), where \( D_S \neq D_T \), or \( T_s \neq T_T \). Here, \( D = \{X, P(X)\} \) is the domain consisting of two components feature space \( X \) and marginal probability distribution \( P(X) \), where the input vectors \( X = x_1, \ldots, x_n \in X \) and task \( T = \{Y,f(.)\} \) consists of two components a label space \( y \) and a predictive function \( f(.) \).

There are different categorizations of transfer learning based on different situations of source and target domains and tasks [29]. This project falls in the category of inductive transfer learning, where the target task is different from the source task, and the source and target domains are the same.

### 2.4.1 Related Work

This section covers a brief review of recent research being done in the field of transfer learning.

In [43], the author successfully investigated the transfer learning aspect of deep neural networks for the task of object recognition. The contributions made by the author were three-fold which addressed the generality and specificity of neurons in each layer for a deep CNN architecture used in the ImageNet challenge [23]. The author also
proved the decrease in transferability of features when the base task and target task are different by using two dissimilar datasets (Man-made versus Natural objects) and finally, the author showed that transfer of features from any layer is likely to increase generalization even after fine-tuning to the target dataset.

The authors of [30], introduced a novel approach of transfer learning called Self-taught learning, to improve performance on supervised learning tasks when there is a scarcity of labelled data. Unlike the experiment in this project where labelled data is available to perform supervised learning, the approach in this paper falls in the category of inductive transfer learning without labelled data. The authors used an algorithm on sparse coding to learn abstract representations of images in terms of low level features like edges from images downloaded from the internet and applied this learned representation or knowledge to labelled data and observed improved performance.

2.5 Chapter Summary

This chapter provides a comprehensive description of all the background material gathered during the literature review phase of the project. It describes in detail various representation learning algorithms available in literature. It then focusses, on representation learning algorithms based on deep learning techniques called deep CNNs. Finally, this chapter concludes on the utility of multi-level representation for transfer learning.
Chapter 3

Problem Statement and Methods

This chapter provides a description of the research problems and the research methodology of the project. It integrates the ideas developed in the background study into a single comprehensive transfer learning system architecture. In addition, it highlights any decisions made regarding the selection of parameters for the CNNs. Finally, it concludes with the transfer learning hypothesis and verification methods used in the project.

3.1 Problem Statement and Motivation

One of the major challenges in computer vision is to learn representations that disentangle factors of variations found in images like pose, identity and others. In particular, the performance improvements in facial expression recognition systems has received a setback due to the dominance of a certain factors of variation such as identity in the representation of images in raw pixel space [31]. This is due to the fact that images of two identities are well separated in pixel space while the images of the same identities with two different expression are found close together.

There are a number of approaches in literature that have focussed exclusively to disentangle specific information suited for a given problem. For the task of FER, the authors of [13] proposed a solution based on semi-supervised learning. In the first stage, a set of feature maps are learnt using a multi-scale contractive convolutional network which are pooled successively to learn translation invariant representations. In the second stage, a unsupervised algorithm based on Contractive auto-encoder is used to train two
blocks of features: one sensitive to emotion labels while the other insensitive to emotion label. These two blocks are jointly trained such that they vary orthogonally to each other. Finally, the block sensitive to emotion label is fed to a linear SVM to perform classification.

Unlike this previous approach that develops a system to extract information suited to the task of FER, this study aims to experimentally test the hypothesis of an implicit transfer learning process in deep neural networks to disentangle different facial information components for FR and FER. If this hypothesis holds true, systems can be developed that utilize this disentangled representation to improve the performance of existing systems mentioned in section 2.1.

The motivation for this approach relies on the hierarchical nature of feature representations learnt by deep CNNs. This hierarchy of features transitions from common features at lower levels to specific features at higher levels. As the features become more specific, the transfer of knowledge suffers. This drop in transfer learning characteristics at higher levels in the hierarchy should imply that representations learnt at this level have successfully disentangled the factors of variation in data.

3.2 Research Methodology

This section elaborates the different phases of the research methodology used in the project, as illustrated in Figure 3.1.

![Figure 3.1: Different phases involved in the research](image)

- **Data Gathering Phase:**
  All machine learning algorithms are data driven and acquiring a suitable data set is crucial for the later stages of the process. This phase was the most time consuming as it involved downloading publicly available datasets or placing request
for ones that are privately owned. The data set was selected keeping the objectives of the experiments in mind. There are large number of available data sets, however the difficulty faced at this stage was the non-uniform format of the image files across all available data sets. This includes variation in file extensions like (.jpg, .raw, .png) or some databases are also stored in excel files. Other difficulties include no standard naming conventions for folders or files. Therefore, extracting these images into MATLAB required customizing the input function to suit the database. Once the database was extracted, it underwent the Data preparation phase.

- **Data Preparation Phase:**

  In this phase the data was conditioned into the right format by mathematically modifying the raw pixel values as per the pre-processing pipeline shown in Figure 3.2. The two tasks FER and FR were prepared by manually annotating the data based on expression and identity respectively. After extracting the dataset in the previous phase, some or all of the pre-processing steps were executed depending on the characteristics of a particular data set. According to [18], no significant improvement is gained by including color images, and to reduce processing time the image files were first converted from RGB to grey. Next, the images were passed through a face detector based on a pre-defined MATLAB routine using Viola Face Detection Algorithm [42]. This was followed by resizing and cropping the images to 48 x 48 pixels. A feature normalization step was performed to standardize the range off features, as given in Equation 3.1.

  \[
  \hat{x} = \frac{x - \mu_x}{\sigma_x}
  \]  

  (3.1)

  where \( x \in \mathbb{R} \) and \( \hat{x} \in \mathbb{R} \) are original and normalised feature vectors respectively. \( \mu_x \) and \( \sigma_x \) are the mean and standard deviation of \( x \) respectively.
The dataset was split into 10 folds and a separate test set. This is because all experiments carried out in this project used 10-fold cross validation, to ensure results collected from the experiments were statistically equivalent. Finally, all folds were converted into a Struct data structure with 4 fields, which is the standard input format for MatConvNet toolbox, shown in Figure 3.3. The four fields included an id field that provided every image a unique identifier, a data field consisting of all images stacked in the third dimension, a label field consisting of class labels and a set field indicating whether an image belongs to the train, validation or test set.

![Figure 3.3: Struct input format for MatConvNet](image)

- **System Design Phase:**
  This phase involves designing CNN architectures for FR and FER. A set of architecture configurations available in literature were chosen for both tasks and narrowed down using model selection by measuring the validation error and standard deviation of the model. The model with a low validation error and lowest standard deviation is considered to be a better choice than the model that gives lowest validation error but a higher standard deviation. This choice takes into account the accuracy of the model along with model stability across all folds of the input data. The selected model was then chosen to design the networks to be used in the transfer learning system.

- **Training and Testing Phase:**
  This phase involved training and testing the networks in the transfer learning system described in section 3.4.

- **Result Gathering Phase:**
  The final phase involves analysing the results from training and testing phase with the help of suitable metrics, plots and tables, and providing a negative or positive answer to the research questions on transfer learning aspect in facial information processing.
3.3 Model Selection

Deep learning algorithms have a large number of hyper-parameters that have to be adjusted and selection of these hyper-parameters is known as Model Selection. The following section is divided based on the common architectural design choices made and hyper-parameters values selected for the models.

3.3.1 Architecture Design Choices

Designing a 'good' CNN architecture remains an open problem [18], hence the CNN architectures proposed were based on the literature survey conducted on the state of art CNN architectures in subsection 2.2.3, and keeping in mind the size of training data. Performance of CNN architectures are heavily dependent on the size of training set used. The smaller the dataset, the use of larger and complex CNN architectures is prohibitive. The number of hyper parameters to be trained in a CNN architecture increases with increase in architecture size, which is unsuitable to capture the variations in a small dataset. Another reason for the use of a smaller network for less data is that a smaller network (fewer filters and layers) helps avoid over fitting [18].

The architectures followed a pyramidal scheme which is known to make effective use of computational resources [10]. Based on the literature survey conducted in subsection 2.2.3 for FR, CNN architectures can either be trained as a single deep CNN or can be combined with multiple CNN architectures. Each of the CNNs in this combined network focusses on a single patch of the image and are later combined to form a dense feature vector. However, for the sake of simplicity only single deep CNN architectures were considered.

3.3.2 Hyper-Parameter Selection

The selection of hyper-parameters was categorized into two types; optimizer and model hyper-parameters. For the purpose of this study, focus was given to select the hyper-parameters of only the model via model selection.
Hyper-Parameters of the optimizer

- Initial Learning Rate $\alpha_0$:
  Typical range of values for input that was standardized in (0,1) interval (or feature normalized), is less than 1 and greater than $10^{-6}$. Since the architectures considered followed similar designs in [18], the value of $\alpha_0$ was fixed to 0.001 as reported in this paper.

- Number of iterations or epochs:
  To fix the number of epochs for training, the method of Early Stopping was used. Training was stopped either when validation error became zero or validation error reached its minimum peak while training error continued to decrease. This ensured that the network never over-fitted.

- Mini-batch size B:
  Typical values range from 1 to 100’s. This size of B affects training time rather than performance. Considering the data set size, B was fixed to 50.

- Momentum co-efficient $\beta$:
  The default value of momentum is 1 (no momentum). However, the implementation in MatConvNet uses $\alpha$ and $\beta$ in its weight update equation and is fixed to 0.9.

Hyper-Parameters of the Model

- Number of hidden units:
  The number of hidden units was selected through the model selection experiment in chapter 5 by varying number of feature maps, filter sizes and fully connected layers. Other settings included no zero-padding and a stride of 1 for convolutional operator and a stride of 2 for the pooling operator.

- Weight decay regularization co-efficient $\lambda$:
  The implementation of the training function in MatConvNet, uses L2 regularization to penalize the weights towards zero (see subsection 2.3.1).

- Neuron non-linearity:
  The ReLU non-linearity was used to model the neuron’s output as it is successfully used in literature [23].
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- Weight initialization:
  Biases were initialized to zero while weights were initialized to random values near 0 to ensure symmetry breaking (see subsection 2.3.1).

3.4 Transfer Learning Hypothesis and Verification Methods

Transfer Learning Hypothesis:
Given a task of FR or FER, our hypothesis is that there is some shared explanatory factors of variation between both tasks such that it facilitates transfer of knowledge between the two tasks. This knowledge transfer will benefit both tasks until the point that these explanatory factors disentangle into representations that are specific to either task.

This implies that through transfer learning in deep architectures like CNNs, it is hoped the degree to which a layer is general or specific can be quantified. Generic or common features between two tasks implies that shared factors of variation should exists between the two tasks while specific features implies the representation learnt has no shared factors of variation and has disentangled to its individual factors.

To conduct the transfer learning experiment in this project, the question of "What" is to be transferred, is addressed here. From subsection 2.2.2, CNNs consists of alternating CONV and POOL layers that form a hierarchy of feature representations. In CNNs the specificity and generality are dependent on the kind of filters that are learnt in the CONV layers of the CNN architecture. The first level filters tend to represent Gabor edge like filters and color blobs. These low level filters are learned are common across all natural image datasets and can be used for knowledge transfer in CNNs. Filters higher up in the hierarchy tend to be more specific to a particular task and are less suited for transfer learning. In the experiments carried out in this project, the knowledge are the filters that are learned by the CNNs for both FR and FER.

Finally, for this project two verification methods were used to verify the transfer learning hypothesis in facial information processing. Method 1, described in subsection 3.4.1, was chosen to explicitly addresses the following questions in transfer learning for facial images:
1. To quantify the degree to which a layer is specific or general.

2. To analyse whether this transition occurs at a specific layer or is spread across several layers.

3. To estimate where this transition takes place: near the first, middle, or last layer of the network.

Method 2 described in subsection 3.4.2, was chosen to provide a visual representation in terms of transfer learning.

### 3.4.1 Verification by Transfer Learning Experiment

The first method chosen to verify the hypothesis was based on the experimental protocols by authors in [43]. The transfer learning system along with the various phases in the project has been highlighted in Figure 3.4, and is described in the following steps:

![Figure 3.4: Block diagram of the Transfer learning system](image)

- **Input Data**
  The input to the transfer learning system was divided based on the two tasks: task A (or FR) and task B (or FER). Additionally, the input consisted of same facial images of a cohort of the fixed subjects in the two tasks to verify the transferability on the exactly same condition of variation in identity and expression information only.

- **Selected Models for Task A and B**
  The models selected to test the transfer learning hypothesis, were narrowed down using model selection described in chapter 5.
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- Train and Test Base Networks A and B
  The chosen models were first tested for face recognition (task A) and facial expression recognition (task B) without transfer learning called the base network baseA and baseB.

- Transfer Learning Experiment
  The architectures were then modified to incorporate transfer learning. For a given task B, a layer \( n \) \{1, 2..n\} was chosen from these trained networks to create two types of networks:-

  [1] Selffer network \( BnB \): Selffer network \( BnB \) or \( BnB^+ \): the first \( n \) layers were copied from baseB and frozen (BnB) or fine-tuned (BnB+). The next higher layers were initialized randomly and trained on dataset B.

  [2] Transfer network \( AnB \): the first \( n \) layers were copied from baseA and frozen (AnB) or fine-tuned (AnB+). The next higher layers were initialized randomly and trained toward dataset B.
  This was repeated for all \( n \) and in both directions \( AnB \) and \( BnA \).

- Performance Comparison
  A performance comparison was made of the selffer network, transfer network and base network to study the effects of transferability. Focussed was given to measure performance gain or drop by measuring top-1 or top-5 accuracy.

3.4.2 Verification by Visualization

Another verification method chosen was the visualization technique introduced in [44] to identify the input stimuli that activates a particular feature map at a particular layer. Much of the work carried out using CNNs given in subsection 2.2.3 offers very little insight about the operation and behaviour of these models. One has to rely solely on the metric of accuracy as a performance measure for these models.

This technique maps feature activations at all layers to the input pixel space. This mapping is based on [45], where a Deconvolutional network (deConvNet) is used to reverse all the operations carried out in the Convolutional network (ConvNet) in the same order as shown in Figure 3.5. To visualize a particular activation of a feature map at a given layer, all other activations at that layer are set to zero. These feature maps are then passed through a deConvNet to be unpooled, rectified and deconvolved.
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Figure 3.5: Illustration of the reconstruction of maximally activated feature maps

until the input space is reached, as described in the original paper [44].

**Modified method of unpooling:**

To carry out the reconstruction process of the maximally activated feature maps, the most efficient way is to keep track of the location of max activations via *switch variables* during the forward propagation step. **Figure 3.6a**, provides an illustration of the unpooling process. It shows the process of 2D Max pooling where each similarly coloured region in the Feature Maps $z$, depicts a local neighbourhood region. The max values of these local regions are recorded in a Pooled Map $p$ and the location of this max value is recorded in a switch variable $s$. It also shows the process of unpooling into Unpooled Feature Maps $\hat{z}$ where the max value has been placed in its original position in the feature map with the help of the switches.

However, MatConvNet does not allow modification of its pooling function to extract these switches. To bypass this, a method was developed to approximately obtain the
switch values as shown Figure 3.6b. This involved comparing the feature maps of the conv layer and its corresponding pooling layer and performing a search in the conv layer feature map (record the positions in the switch variable) for every value present in pool layer feature map. The search was performed in a 2 x 2 local region in the conv layer since a max pooling of 2 was used. A reference to the code for calculating the switch variable and unpooling is provided in Appendix A.

The drawback of this method is the inability to find the index of max activation when there are zero values present in a local region. Such a case arises when a reLU layer after a conv layer which rounds negative values to zero. In this case, the location is fixed to the first location in the local grid i.e, (1,1).

3.5 Chapter Summary

This chapter describes the research problem this project addresses along with the motivation for the approach adopted to tackle this problem. A detailed account has been provided regarding the research methodology while highlighting general issues faced at each phase. The design choices for the architecture and parameters has been stated. Finally, a description of the transfer learning hypothesis along with verification methods has been described.
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(a) Unpooling Operation

(b) Modified Unpooling operation

Figure 3.6: Unpooling operation
Chapter 4

Implementation

This chapter provides a brief discussion of the technologies used in the experiments carried out during this project. It explains in brief about the Open-Source MATLAB Toolbox used for designing the CNNs. In addition, it provides simple flow chart representation of the software code written for this project.

4.1 MatConvNet Toolbox

The CNNs architectures used in the experiments in chapter 5 were developed using a publicly made available MATLAB toolbox called MATCONVNET [40]. This toolbox can be used for fast prototyping of CNN architectures where the implementation of all the building blocks of CNN are provided with simple MATLAB functions. This toolbox was used to develop small, medium and large scale CNN architectures in [18]. Some key features of this toolbox is its efficient support for GPU computation based on NVIDIA CUDA and MATLAB built-in CUDA capabilities, its flexible implementation in MATLAB which can be easily modified along with minimum set up and system requirements during installation.

Current version used for this project uses the Convolutional block (vl_nnconv(x, f, b)), that computes the convolution of the input map X with a bank of K multi-dimensional filters f and biases b, Convolution transpose block (vl_nnconvt), that implements the transpose operator of the convolution, Pooling block (vl_nnpool), which implements max and sum pooling, Activation functions ReLU (vl nnrelu). and Softmax (vl nnsoftmax), for the n-softmax loss. The description for the aforementioned functions can be found in [41].
4.2 System Information

All software developed for this project was develop on a system with the following specifications:

Table 4.1: System Information

<table>
<thead>
<tr>
<th>System Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operating system</td>
</tr>
<tr>
<td>Processor</td>
</tr>
<tr>
<td>Memory - RAM</td>
</tr>
<tr>
<td>Graphics Card</td>
</tr>
<tr>
<td>MATLAB Version</td>
</tr>
<tr>
<td>MatConvNet Toolbox Version</td>
</tr>
<tr>
<td>C++ Compiler</td>
</tr>
</tbody>
</table>

4.3 Implementation

This section deals with the flow chart diagrams of all the software code developed for the verification methods described in section 3.4. It takes the concepts developed in chapter 2, applies the methodology in chapter 3 and uses the available library functions in MatConvNet toolbox described in section 4.1 to develop a system that can be used for experiments in chapter 5.

4.3.1 Method 1: Transfer Learning Experiment

The system shown in Figure 4.1, assumes that the model selection experiment has been performed and the required base networks for A and B have been trained. The number of cases ’N’ is a variable that stores the number of selffer and transfer networks (inclusive of both frozen and fine-tuning cases) to be trained. The experiment is performed on 10-folds. With each fold there are ’N’ cases of selffer and transfer networks that are trained. While loading the CNN architecture, the epoch at which the filters are to be transferred is passed as an argument to the function. In the main function the hyper parameters like learning rate $\alpha$, Number of epochs, $\beta$ and $B$ are set. Next, the training function from MatConvNet is called to train the given network. After training, the results are stored and the next network to be trained is loaded. Finally, the process ends when all networks are trained with all folds of the data.
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4.3.2 Method 2: Visualization of CNNs

The flowchart shown in Figure 4.2, assumes the given CNN network is fully trained and that learned filters ‘net’ at each layer is available. The process is explained in two phases. The first phases mainly focusses on passing all the test images through the network and ranking the test images in the order from maximum activation to minimum activation for a given feature map. After the test images are sorted, a function is called where the feature map to visualize at a specific layer is specified. The chosen feature map is then activated by setting all other feature maps to zero and is passed to another function to perform the reconstruction process and as shown in Figure 3.5. Finally, the process exits upon fully reconstructing the feature map in the raw pixel space. The second phase involves the actual reconstruction process of the feature map based on subsection 3.4.2. The set of feature maps is passed through a deConvNet and recursively unpooled, rectified and deconvolved until the input or raw pixel representation is reached.
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Figure 4.2: Flowchart for the Visualization of CNNs

4.4 Chapter Summary

This chapter provides a brief overview on the MatConvNet toolbox used to develop the software code for this project. Details of the CPU system in which the software code was developed is mentioned. The logical flow of the software code developed for this project is explained through simple flow chart representations.
Chapter 5

Experiments

This chapter deals with the experiments carried out during the course of this project. The sections are divided based on three benchmark databases given in Table 5.1. These databases were chosen based on requirements of the two classification tasks FR and FER. These databases allowed the testing of the transfer learning hypothesis with two sources of variation: identity and expression in a constrained environmental condition.

<table>
<thead>
<tr>
<th>Datasets</th>
<th>Number of images</th>
<th>Image Resolution</th>
<th>Image colour</th>
<th>Number of identities</th>
<th>Images per person</th>
<th>Number of Expressions</th>
</tr>
</thead>
<tbody>
<tr>
<td>JAFFE</td>
<td>213</td>
<td>256 x 256</td>
<td>Grayscale</td>
<td>10</td>
<td>20-23</td>
<td>7 Facial Expressions</td>
</tr>
<tr>
<td>AR database</td>
<td>4000</td>
<td>768 x 576</td>
<td>RGB</td>
<td>126</td>
<td>30</td>
<td>4 Expressions</td>
</tr>
<tr>
<td>Taiwanese Facial Expression Image Database</td>
<td>500</td>
<td>480 x 600</td>
<td>RGB</td>
<td>41</td>
<td>7</td>
<td>7 Facial Expressions</td>
</tr>
</tbody>
</table>

Differences exist in the acquisition conditions for each of the databases as well its size, which ranges from small to medium size. This ensured that the results of the experiments carried out in this project are consistent with increase in size of the input data as well across different image acquisition conditions. Each section describes in three major steps, the procedure involved: Preparation of Input Data, Model Selection via Cross Validation and the Transfer Learning experiment.

5.1 The Japanese Female Facial Expression (JAFFE) Database

The first dataset chosen for the experiments in this project is the JAFFE database [28]. It consists of 213 grayscale images of 10 identities with 7 different facial expressions
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(a) 10 Identities

(b) 7 Facial Expressions

Figure 5.1: Samples from JAFFE Database

(30 angry, 29 disgust, 33 fear, 30 happy, 30 neutral, 31 sad and 30 surprise), as shown in Figure 5.1. The facial images were taken under strict controlled conditions of similar lighting and no occlusion such as hair or glasses. All images are frontal with a resolution of 256 X 256 pixels. According to [15], the accuracy achieved on the JAFFE database using a single CNN architecture for the task of face recognition was 98.6% and the task of facial expression recognition was 68.5%

5.1.1 Preparation of Input Data

The preparation of input data, involved downloading the publicly made available JAFFE database, pre-processing these images into a suitable format for the proposed CNN architectures in subsection 5.1.2. Since the images were obtained in a constrained environment, limited pre-processing steps were performed on the images. The images were first manually annotated for identity and expression, as shown in Figure 5.2a. These images were passed through a face detector to discard any background information, cropped and resized to 48 x 48 using predefined MATLAB functions. All images were standardised to ensure homogeneity by feature normalization, as shown in Figure 5.2b.
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5.1.2 Model Selection

The candidate architectures chosen for this dataset were based on the architectures used in [14], [18] [15] described in subsection 2.2.3. In [15], the authors use the JAFFE database for both face recognition and facial expression recognition with two conv layers and two pooling layers and a fully connected Multi-Layered Perceptron (MLP) layer. Due to the small size of the JAFFE dataset the CNNs designed for this database, were similarly restricted to two alternate conv and pooling layers.
Table 5.2: Different architecture configurations for JAFFE FR and FER tasks

<table>
<thead>
<tr>
<th>Trials</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>FC</th>
<th>Validation error</th>
<th>Validation error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C:5x5x6 ReLU P: max,2</td>
<td>4x4x12 ReLU P: max,2</td>
<td>-</td>
<td>1x1x5 ReLU</td>
<td>33.01 ± 8%</td>
<td>27.37 ± 9%</td>
</tr>
<tr>
<td>2</td>
<td>C:5x5x6 ReLU P: max,2</td>
<td>4x4x12 ReLU P: max,2</td>
<td>-</td>
<td>1x1x10 ReLU</td>
<td>48.48 ± 7%</td>
<td>23.88 ± 9%</td>
</tr>
<tr>
<td>3</td>
<td>C:5x5x8 ReLU P: max,2</td>
<td>4x4x8 ReLU P: max,2</td>
<td>-</td>
<td>1x1x5 ReLU</td>
<td>21.34 ± 3%</td>
<td>30.58 ± 9%</td>
</tr>
<tr>
<td>4</td>
<td>C:5x5x8 ReLU P: max,2</td>
<td>4x4x8 ReLU P: max,2</td>
<td>-</td>
<td>1x1x10 ReLU</td>
<td>40.17 ± 4%</td>
<td>23.54 ± 9%</td>
</tr>
<tr>
<td>5</td>
<td>C:5x5x8 ReLU P: max,2</td>
<td>4x4x16 ReLU P: max,2</td>
<td>-</td>
<td>1x1x10 ReLU</td>
<td>32.45 ± 4%</td>
<td>22.88 ± 7%</td>
</tr>
<tr>
<td>6</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
<td>-</td>
<td>1x1x10 ReLU</td>
<td>26.90 ± 2%</td>
<td>20.77 ± 3%</td>
</tr>
<tr>
<td>7</td>
<td>C:7x7x12 ReLU P: max,2</td>
<td>5x5x24 ReLU P: max,2</td>
<td>-</td>
<td>1x1x10 ReLU</td>
<td>31.87 ± 5%</td>
<td>25.35 ± 9%</td>
</tr>
</tbody>
</table>

The configurations in Table 5.2\(^1\) were tested based on the following:

1) Number of feature maps per layer:

   a) Gradual increase in number of feature maps at each layer, which included variations such as \{6-12\}, \{8-16\} and \{12-24\}[18].

   b) Same number of feature maps at all layers was tested for \{6-6\}, \{8-8\}.

Having equal number of feature maps at each layer, reported a higher error

---

\(^1\)The notations used in table: C → CONV layer with \(r \times r\) (filter sizes) x number of feature maps; P → POOL layer with \(\{\text{type, size}\}\) of the pooling operator.
rate when compared to pyramidal CNNs such as \{12-24\}. Only trial 3 and 4 were reported as it was lower in error rate.

2) Different sizes of FC layers:

Having the right sized fully connected layer, determines how robust and discriminative the fully connected feature vector will be. Since, most of the work done in CNNs involved datasets in the scale of million images with 4000 to 10,000 for FR tasks, the feature vector chosen for this scale ranged from 4000 to 19200 [14], [36]. By following a similar approach of using feature vector lengths that were discriminative, the chosen lengths for the FC layer were \{1x1x5\} and \{1x1x10\}.

3) Size of filters:

\{5x5\} and \{7x7\} were chosen as these filter sizes are the most common filter sizes used [18].

Based on these architecture trials, the top 2 models (highlighted in Table 5.2) were selected with low error along with low standard deviation for the transfer learning experiment.

5.1.3 Transfer Learning Experiment

If the hypothesis hold true regarding the transferability of facial features, then the expected outcome of this experiment, should indicate transferring the first layer filters favours knowledge transfer. The filters at this layer should consists of low level features such as edge-like or blob features which should be common across both FR and FER. However, at higher layers the networks should exhibit a drop in performance. Based on the analysis provided by the authors of [43], the reasons for drop in performance can be attributed to either the inability to learn the co-adaptation\(^2\) among neurons or specificity of neurons.

Selffer networks should exhibit performance drop due to inability of the neurons to co-adapt while transfer networks should show a performance drop due to a combination of the two: specificity and fragile co-adaptation. However, with fine tuning this co-adaptation is re-learned. Moreover, fine-tuned transfer network should exhibit a boost in generalization performance, with the influence of base data set still persistent even after fine-tuning the filter weights.

\(^2\)Complex interactions of neurons


The results of this experiment is reported in terms of the top-1 accuracy of the model on unseen data and is shown for both selected architectures in Figure 5.3 and Figure 5.4. In these figures, x-axis represents the layer at which filters are transferred, with 0 being the base case (baseA or baseB) or no transfer learning. The y-axis represents the test accuracy in percentage (%). Finally, 4 cases (or networks) are tested. The first two cases are the selffer networks with frozen and fine-tuned weights. Fine-tuned networks are indicated with a ‘+’ sign and the next two cases are the transfer networks with frozen and fine-tuned weights (refer subsection 3.4.1).

Figure 5.3 and Figure 5.4 demonstrate that a positive answer is achieved to the question of quantifying the degree to which a layer is general or specific. This is measured in terms of accuracy of the model to unseen data. For layer 1, the test accuracies are similar in all cases, which justifies that the representations learnt at this layer are general. At layer 2, only a slight drop in performance was observed for A2A and A2B and could be a result of neurons not being able to co-adapt with other neurons. Layer 3 being the fully connected layer definitely contained neurons more specific to the target task, hence the graphs shows a large drop in the accuracy.

Given a target task B, transferring the filters learnt from the source task A AnB produces a lower test accuracy when compared transferring layers from source task B itself (BnB). These layers are transferred without fine tuning to the target task, hence the neurons at these layers are not allowed to adapt their weights to the target task.

Since the networks consist of only two layers, it is difficult to determine from the
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accuracy plots whether the representation learnt at layer 2 was able to disentangle the different components and would benefit from visualization of the projected feature maps.

Due to the small size of the architecture, it is difficult to determine whether this transition from generality to specificity occurred at a single layer or was spread across layers. The inference that can be drawn from this experiment is that for small architectures the second layer marks the beginning of representations that tend to be more specific.

Using fine tuned filters, the test accuracies reported are higher than the base case as the filters now update their weights towards the target task and do not suffer from co-adaptation or neuron specificity. Here, the representations learnt by the target task build upon the representations learnt by the source task, which helps generalization to new data.

![Figure 5.4: Top-1 test accuracy for trial 6](image)

To supplement the results obtained in these transfer learning experiments, Figure 5.5 show the top-1 feature map activations based on subsection 3.4.2. For the JAFFE data set, a given identity was chosen with one facial expression and the image was passed through both the FR and FER networks. This allows us to see clearly differentiate between the representations learnt for both cases. It shows that at the first layer, the CNN network focusses on representations common to both FR and FER where the information about the face structure as whole is captured with some details within the face such as the eyes and mouth being emphasized.

At the second layer, the representations show some evidence of disentangling where
the feature activations in FR consisted of mainly face-like regions while the feature activations in FER, were focused on specific regions within the face such as eyes, nose and mouth.

Figure 5.5: JAFFE database- Top-1 Feature Map Activations - identity 1; expression angry; trial 6

5.2 Taiwanese Facial Expression Image Database (TFEID)

The second dataset chosen for the experiments in this project is TFEID [27]. It consisted of 336 RGB images of 41 identities (male and female) with 7 different facial expressions (anger, contempt, disgust, fear, happiness, sadness and surprise), as shown in Figure 5.6. These images were acquired in different conditions when compared to JAFFE dataset, where each image was obtained under two intensities (high and slight) and was captured by two CCD-cameras simultaneously with different viewing angles (0° and 45°). However, for experiments in this project only images with 0° and slight
intensity variation were considered.

![Samples from Taiwanese Facial Expression Database](image)

**Figure 5.6**: Samples from Taiwanese Facial Expression Database

### 5.2.1 Preparation of Input Data

The preparation of the input for this database involved downloading this publicly accessible database. Images were first manually annotated for both FR and FER. Since the images were frontal with little background information, face detection was not performed. Conversion from RGB to grayscale was done along with cropping, resizing to 48 x 48 and normalizing the features. Additionally, the dataset was artificially augmented with left to right flipped versions of each image shown in Figure 5.7. This was

![Feature Normalized and Augmented TFEID images](image)

**Figure 5.7**: Feature Normalized and Augmented TFEID images
done to increase the training set to twice the original size of the database to allow a deeper network to be trained. Similar pre-processing steps were undertaken as given section 5.1.

### 5.2.2 Model Selection

Similar to the approach in subsection 5.1.2, the candidate architectures in this section were chosen based on [18]. The only difference is the introduction of deeper nets for this augmented dataset. The architecture configurations was chosen based on the following:

1) **Different sizes of FC layers:**
   The two selected FC feature vectors for this dataset were \{1x1x40\} and \{1x1x100\}. It was observed (Trial 1, 3, 4 and 5) achieved a lower error when compared to a network with a larger FC layer (Trial 2).

2) **Number of deep nets:**
   Two different deep nets were chosen for this dataset: 3 layered deep net and 4 layered deep net. It was observed that the 3 layered network performed approximately twice as better when compared to the 4 layered network (Trial 4 error \(\approx 2 \times\) Trial 3 error).

3) **Number of Max Pooling layers:**
   Since a deeper network was introduced, having a max pooling layer after every conv layer resulted in a higher error. This is due to the loss of information of facial structures as a result of applying multiple pooling operations [14], (Trial 1 error \(>\) Trial 3 error).

Based on these architecture trials, the model with low error along with low standard deviation (trial 3), was selected to perform the transfer learning experiments highlighted in the Table 5.3 and Table 5.4.
### Table 5.3: Different architecture configurations for TFEID FR task

<table>
<thead>
<tr>
<th>Architecture</th>
<th>FR</th>
<th>Validation error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trials</strong></td>
<td><strong>Layer 1</strong></td>
<td><strong>Layer 2</strong></td>
</tr>
<tr>
<td>1</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
</tr>
<tr>
<td>2</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
</tr>
<tr>
<td>3</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
</tr>
<tr>
<td>4</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x12 ReLU P: max,2</td>
</tr>
<tr>
<td>5</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x12 ReLU P: max,2</td>
</tr>
</tbody>
</table>

### Table 5.4: Different architecture configurations for TFEID FER task

<table>
<thead>
<tr>
<th>Architecture</th>
<th>FER</th>
<th>Validation error</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trials</strong></td>
<td><strong>Layer 1</strong></td>
<td><strong>Layer 2</strong></td>
</tr>
<tr>
<td>1</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
</tr>
<tr>
<td>3</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
</tr>
<tr>
<td>5</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x12 ReLU P: max,2</td>
</tr>
</tbody>
</table>
### 5.2.3 Transfer Learning Experiments

The results for this experiment are reported in terms of top-1 accuracy for task B and top-5 accuracy for task A. For FR, the model has to make correct predictions for 1 out of 41 classes and hence its top-1 accuracy is likely to be less accurate.

![Top-5 test accuracy on task A](image1)

![Top-1 test accuracy on task B](image2)

Figure 5.8: Top-1 test accuracy for trial 3

Figure 5.8, demonstrates that a positive answer is achieved to the question of quantifying the degree to which a layer is general or specific. Similar to the results achieved on JAFFE data set, for layer 1, the test accuracies are similar in all cases, which justifies that these layers are more general than specific. Layers 2 and 3 exhibit a drop in performance indicating that the representations learnt at these layers have began to disentangle the various information components. At layer 4, there is a drop in performance which indicates the neurons are more specific to the target task.

Figure 5.8, also demonstrates a positive answer is achieved to the question of determining where this transition occurs (first, middle or last layer). The performance of selffer networks at all layers was consistent with a slight improvement in accuracy at layers 3 and 4. Transfer networks exhibited a gradual drop in performance with the addition of layers 2 and 3 and at layer 4 the accuracy drops down by 20%- 30%. This would indicate that the representations are gradually disentangling the factors of variation at the mid layers of the hierarchy. Following the reasoning by [43], at these layers the effects of neuron specificity and fragile co-adaptation should pre-dominate.

However, with fine tuning of the transferred filters for task A, the test accuracies are higher than the base case as the filters now update their weights towards the target task.
This trend was not observed for A4B+, as the network did not learn features to generalize to new test examples.

To validate the results obtained above, Figure 5.9 and Figure 5.10 show the top-1 feature map activations based on subsection 3.4.2. Both figures, show that common representations are learnt at the first layer the CNN networks which focusses on the face structure as whole, highlighting the face boundaries and structures within the face.

At the second layer, the feature map activations for FR are similar to that of FER. Both layer 2 feature maps focus on whole face-like regions with few of them emphasizing key features within the face such as the hair, eyes and mouth. This indicates that the representation learnt at this layer is still common for both FR and FER.

At the third layer, the disentangling of facial information components between FER feature and FR feature maps becomes clear. In FR, the feature maps still focus on key features within the face along with the face boundaries still intact. However, in FER majority of the feature map activations consisted of regions within the face consisting of eyes, nose and mouth which contribute to expression information.
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Figure 5.9: TFEID database- Top-1 Feature Map Activations for Task B /FR -trial 3
5.3 AR Database

The AR database [1] was the final dataset chosen for carrying out the experiments in this project. This database consists of 4000 images with 126 identities (70 men and
56 women). The reason for choosing this dataset was to introduce a deeper network, so as to consolidate the results that were obtained from the first two smaller datasets. All images are frontal with 4 different facial expressions, illumination conditions and occlusions (sun glasses and scarf) as shown in Figure 5.11. The images were acquired under strictly controlled conditions.

Unlike the previous two "facial expression" databases, this database was designed for the task of face recognition. Hence, there were only 4 classes of expressions, with images having no restriction placed on clothing, hairstyle and others. The reason for choosing a third database was that, the results obtained from the two previous databases justifies the transfer learning hypothesis for smaller CNN architectures and to test the hypothesis on a larger data set with deeper network was required. Due to restricted access to other larger databases such as [22] and [17], it was decided proceed with AR database.

5.3.1 Preparation of Input Data

The preparation of the input for this database involved obtaining permission to access this database from the owners. The images were available in '.raw' format and were...
first converted into a `.jpg’ format for processing them. A subset of the dataset was extracted consisting of only facial expression variation. The images were frontal with a white background. Hence, face detection was used to extract the face while removing the background information. Conversion from RGB to grayscale was performed along with cropping, resizing to 48 x 48 and normalizing the features. Additionally, the dataset was artificially augmented with flipped left to right (LR), flipped up down (UD) and flipped LR and UD of each image as shown in Figure 5.12. This was done to increase the training set to four times the original size of the database to allow a deeper network to be trained. Similar pre-processing steps were undertaken as given section 5.1.

### 5.3.2 Model Selection

Since the size of the AR database was large enough to accommodate a 5 layered CNN, only three architecture configurations were considered owing to prohibitive time to train such deep networks. The first architecture consisted of three layers and was similar to the architecture proposed for TFEID dataset. Even though the error observed for the three layered network (trial 1) was lower for both FR and FER, the decision to carry out the transfer learning experiment on trial 2 was considered, as the main aim was to test the hypothesis on a deeper network.

Table 5.5: Different architecture configurations for AR FR and FER tasks

<table>
<thead>
<tr>
<th>Trials</th>
<th>Layer 1</th>
<th>Layer 2</th>
<th>Layer 3</th>
<th>Layer 4</th>
<th>FC</th>
<th>FR Val. error</th>
<th>FER Val. error</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x24 ReLU P: max,2</td>
<td>3x3x32 ReLU</td>
<td>-</td>
<td>1x1x50 ReLU</td>
<td>7.71 ± 3%</td>
<td>24.06 ± 3%</td>
</tr>
<tr>
<td>2</td>
<td>C:5x5x12 ReLU P: max,2</td>
<td>4x4x12 ReLU P: max,2</td>
<td>3x3x24 ReLU</td>
<td>3x3x32 ReLU</td>
<td>1x1x50 ReLU</td>
<td>11.78 ± 2%</td>
<td>28.31 ± 4%</td>
</tr>
<tr>
<td>3</td>
<td>C:9x9x12 ReLU P: max,2</td>
<td>7x7x12 ReLU</td>
<td>5x5x32 ReLU</td>
<td>1x1x50 ReLU</td>
<td>29.81 ± 6%</td>
<td>25.00 ± 3%</td>
<td></td>
</tr>
</tbody>
</table>
The convolutional filters for trial 2 and trial 3 CNN architectures are shown in Figure 5.13 and Figure 5.14 respectively. The first layer filters were observed to be edge-like and blob filters which indicates a nicely converged network. At higher layers these filters are not visually interpretable but are expected to be smooth and absent of noisy patterns [11].
5.3. AR DATABASE

Figure 5.14: AR database- Convolutional Filters learnt for FER - trial 2

Figure 5.15: AR database- Convolutional Filters learnt for FR - trial 3
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5.3.3 Transfer Learning Experiment

The results for this experiment is reported in terms of top-1 accuracy for task B and top-5 accuracy for task A.

Figure 5.17: Top-1 test accuracy for trial 2

Figure 5.17 demonstrates that a positive answer is achieved to the question of
quantifying the degree to which a layer is general or specific. Similar to results on previous data sets, layer 1 representations were more general as all networks had similar accuracies. Layer 2 to 5 of the selffer networks in both cases had similar performance to the base case where at certain layers (layer 4) drop in performance could indicate neurons have not re-learned the original co-adaptation. Transfer networks exhibited a gradual drop in performance where at layer 4 and 5 the drop in performance is approximately 10-20%. This clearly shows evidence that the representations learnt are separating the various factors of variations. The general trend of selffer networks performing better than transfer network is evident on all three data sets as the only factor hindering the performance gain in selffer networks in the inability of the transferred neurons to co-adapt with other neurons.

Figure 5.17, also demonstrate a positive answer is achieved to the question of determining where this transition occurs (first, middle or last layer). Layers 2, 3 and 4 depict a gradual performance drop indicating that the transition from general to specific is spread across the mid layers of the network.

With fine-tuning for the selffer networks BnB+ and AnA+, performance is still comparable to the base cases. This is the result of the absence in loss of co-adaptations between neurons. Similar to results obtained by [43], fine-tuning the transfer networks BnA+ and AnB+ resulted in boost in generalization capability over networks trained directly on target data set itself. The reason given by the author is that, even after fine-tuning of the weights, the effect of having seen the base data set still lingers. This in turn boosts generalization capability for the transfer of any layer \( n \).

To validate the results obtained in these transfer learning experiments, Figure 5.18 and Figure 5.19 show the top-1 feature map activations. Both figures, show that at the first layer the CNN networks focusses on the face structure as whole, highlighting face boundaries and structures within the face. These representations contain shared factors of variation for both FR and FER.

At the second layer, the feature map activations for FR are similar to that of FER. Both layer 2 feature maps focus on whole face-like regions with few of them emphasizing key features within the face such as hair, eyes and mouth. This indicates that the representation learnt at this layer is still common for both FR and FER.
At the third layer, feature maps for both FER and FR focus on a group of facial features within the face such as the eyes, nose and mouth. Unlike the previous datasets, where the facial images did not possess extra information like the presence of spectacles or varying hairstyles. Certain feature maps at this layer, activated for features like hairstyles, facial hair-moustaches and spectacles.

At the fourth layer the feature maps in FR, still focus on key features within the face along with the face boundaries still intact. However, in FER majority of the feature map activations consisted of single facial feature within the face like either eyes, nose or mouth which contribute to expression information.

5.4 Summary of Results

The results drawn for individual datasets are summarized as follows:

- The experiments on JAFFE dataset, test the capability of transfer learning on a very small dataset. Here, the limitations of CNN architectures for small data sets are revealed. Even though some evidence exists on generality and specificity of such small networks, it can not be verified with only performance graphs and requires visual support to verify the disentangling of factors.

- The experiment on TFEID dataset, gave a better insight into the transfer learning capabilities of a deeper network. Here, performance graphs as well as visual representations of the feature maps on both FR and FER, provided good evidence of disentangling of facial informations components. Layers lower in the hierarchy share common representations across tasks while layers higher in the hierarchy have representations that are specific to a particular data set or task. The mid layers show representations that contains both general and specific characteristics.

- The AR database allowed the use of a 5 layered deep network. Similar to the TFEID, it showed that the layer 1 is capable of learning filters that resemble low level features like edges or blobs common to all data sets or tasks. It also showed that the transition from generality to specificity was spread across layers 2 to 4, while layer 5 learnt representations that were specific to the target dataset.
Finally, the common inference that can be drawn from all three experiments is that, in the hierarchical representations learnt by deep CNNs, the transition from generality to specificity occurs when moving from lower layers to higher layers. Layer 1, tends to learn low level features like edges or blobs, that are common across both FER and FR whereas the last layer tends to be highly specific to either FR or FER. This implies that as the layers become more specific, the disentangling of facial information components is observed.
Figure 5.18: AR database- Top-1 Feature Map Activations for Task B /FER - Architecture 2
5.4. SUMMARY OF RESULTS

(a) Layer 1 Feature Maps

(b) Layer 2 Feature Maps

(c) Layer 3 Feature Maps

(d) Layer 4 Feature Maps

Figure 5.19: AR database- Top-1 Feature Map Activations for Task B/FR - Architecture 2
Chapter 6

Discussion

This chapter provides a discussion of the project. A personal reflection is given, discussing the strengths and weaknesses of the project and the lessons learned through the course of the project. Several suggestions for directions of future work are given along with a brief justification.

6.1 Personal Reflection

The topic of representation learning and the associated models to learn representations from data proved quite interesting to me. Through this project I could familiarise with some of the work carried out in deep learning community and the on-line tutorials by researchers like Yoshua Bengio, Geoffrey Hinton, Hugo Larochelle and Andrew Ng that was pleasing and instrumental in understanding concepts for my project.

One of the main difficulties that I experienced was the training of the models presented in this project. Since there is no fixed procedure for obtaining the optimum architecture, my initial approach was based on trial and error for a set of architecture configurations. I began by varying a single parameter while varying other. In one scenario, the number of layers were fixed while the filter sizes were varied. Testing all possible combinations was time consuming and hence I confined the model selection to architectures used in the literature.

While selecting hyper parameters values for the optimizer, I used the values found in the literature. Although this proved to work well for my current architecture selection, it would be inappropriate to repeat this procedure for a different architecture and...
6.2. **FUTURE WORK**

data set. I would definitely invest more time to obtain the right parameter settings by model selection through the strategy mentioned in [4].

The training time for the architectures is another aspect of the project that I would like to improve upon. Through my experimental work I observed that transfer networks took a greater number of epochs while in comparison selffer networks took lesser number of epochs to converge (refer section B.2). The method I used to deal with this variable timing, was to train all networks to the longest training time, and store the results of every epoch in a separate file. Finally, I used the method of early stopping to determine the epoch at which the networks begin to over fit. The only drawback of this approach is that it utilize a lot of system storage. Additionally, with the current CPU system (see section 4.2), training and testing all the networks in the transfer learning experiment took approximately 4-5 days. This training time could be prohibitive when training a more deeper network on a larger data set (refer section B.1)

6.2 Future Work

Deep learning algorithms have a large number of hyper-parameters and one approach to further enhance the work carried out in this project is to fine-tune these parameter settings through model selection using the approach mentioned in [4]. This can include random sampling from a prior distribution for a given hyper-parameter configuration.

Another possible direction to improve the work carried out in this project is to enhance the architecture designs for FR. Architectures that were tested for TFEID and AR database reported a lower top-1 accuracy when compared to the top-5 accuracy. Many improved architecture designs are available in literature for FR such as multiple convNets used together on different patches of the input [36] or the use of local connectivity at deeper layers [14]. However, how such architectures would benefit FER will have to be further explored.

Finally, to offset the extensive training time for the networks, this project would benefit from the use of in-built GPU capability of the MatConvNet toolbox. Apart from the reduced training time, the above two suggestions for improvements would indeed benefit from increased processing capacities.
Chapter 7

Conclusions

The main objective of this dissertation was to test the transfer learning hypothesis for two facial image processing tasks; face recognition and facial expression recognition. In doing so, show that there is an implicit transfer learning process in deep neural networks to disentangle different facial information components.

It covered all the necessary background material required for the project with focus on the broader research area of Representation Learning while trickling down to sub-domain research areas such as deep CNNs and transfer learning. The deliverables of this project were fulfilled by documenting the entire research methodology, software implementation, experimental results and analysis along with a software program developed using MatConvNet toolbox, to test the transfer learning aspects.

The experimental work was carried out three benchmark data sets: JAFFE, TFEID and AR database and results obtained from all three show an improvement in classification accuracy while transferring lower layers in a deep CNN. Representations learnt at these layers contain information suited to both tasks FR and FER. However, a drop in classification accuracy at higher layers suggest that the representations have become more specific to each task. Visualization was another verification method used which visually represent the activations at each layer in terms of the input. Together with both of the aforementioned methods, a strong justification is provided in favour of the transfer learning hypothesis in the experimental section of this dissertation.

Finally, three suggestions for future work were provided based on the experimental work and lessons learnt through the course of the project.
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Appendix A

MATLAB Code

A.1 Visualization of feature maps

A.1.1 Estimation of Switches

```matlab
function [switches, conv_layer_size_x] = MaxPoolLoc( conv_layer, pool_layer, stride_pool)
%MAXPOOLOLOC finds the switch variable for max pooling operation
% The switch variable is a pool_layer^2 x 2 x 2 x depth matrix of (x,y) coordinates
% where pool_layer^2 is the number of pooled values in a single pooled feature map
% ---------------------------------------------------------------------------
% Estimating the Pooled Switch Variables
% ---------------------------------------------------------------------------
pool_layer_size_x=size(pool_layer,1);
pool_layer_size_y=size(pool_layer,2);
pool_layer_size_depth=size(pool_layer,3);
conv_layer_size_x=size(conv_layer,2);
switches=[];
for depth=1:pool_layer_size_depth
    count=1;
xind=1;
    for x=1:pool_layer_size_x
        yind=1;
        for y=1:pool_layer_size_y
            % Extract the 2 x 2 grid from conv layer
            a=conv_layer(xind:xind+stride_pool-1,yind:yind+stride_pool-1,depth);
            [r c]=find(a==pool_layer(x,y,depth));
```
$\text{compare with pool layer value and find the position in conv layer}$

\begin{verbatim}
if (size(r,1)==1)
switches(count,1,depth)=xind+r-1; % assign x coordinate
switches(count,2,depth)=yind+c-1; % assign y coordinate
else
switches(count,1,depth)=xind+r(1)-1; % assign x to 1
switches(count,2,depth)=yind+c(1)-1; % assign y to 1
end

yind=yind+stride_pool;
count=count+1;
end
end
end
end
end
end

A.1.2 Unpooled Maps

\textbf{function} \text{[ Unpooled_map ] = create_UnpooledMaps(switches, pool_layer, conv_layer_size_x)}
\text{\text{\%CREATE_UNPOOLEDMAPS creates a unpooled map using the switch variables}}
\text{\% 1. Creates a Unpooled map of original pool feature map dimensions}
\text{\% 2. Extract the pooled values into a matrix}
\text{\% of dimension equal to switch variable matrix}
\text{\% (pool_layer^2 x 1 x depth)}
\text{\% 3. Plugs in the pooled values in the required location using switch variables}
\text{\%} \text{-----------------------------------------------------------------------------------------------}
\text{\% Formation of Unpooled Maps}
\text{\%} \text{-----------------------------------------------------------------------------------------------}
pool_layer_size_depth=size(pool_layer,3);
pool_layer_size_y=size(pool_layer,1);

Unpooled_map=zeros(conv_layer_size_x,conv_layer_size_x,pool_layer_size_depth);
% Transpose the pool layer maps
\text{for depth=1:pool_layer_size_depth}
pool_layer(:,:,depth)=pool_layer(:,:,depth)';
\text{end}
% Reshape Pool Maps to dim (col^2 X 1 X depth)
pool_layer=reshape(pool_layer,pool_layer_size_y^2,1,pool_layer_size_depth);
% Create Unpooled Maps
for depth=1:pool_layer_size_depth
    for m=1:pool_layer_size_y^2
        m; Unpooled_map(switches(m,1,depth),switches(m,2,depth),depth) = pool_layer(m,1,depth);
    end
end
end
Appendix B

Training time of CNNs

B.1 Training time versus architecture size

Figure B.1: Increase in convergence time (epochs) for deeper networks

(a) 3 layered network- JAFFE (b) 4 layered network- TFEID (c) 5 layered network- AR database
B.2 Training time for transfer and selffer networks

Figure B.2: Training time for base, transfer and selffer networks for task A - AR database