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Abstract  
The incidents of fraud are increasing year by year, with credit fraud occupying 

prominent role.  This has driven scientists to keep investigating techniques that 

can be used to detect credit fraud. 

The main contribution of this project involves finding the characteristics of 

various techniques which have been suggested in the literature for detecting 

credit fraud.  An ontological knowledge base is constructed to conceptualize the 

findings of research process.  To demonstrate the usefulness of this 

conceptualization an expert system is constructed.  This is capable to advise 

software developers for the detection technique which they should implement in 

order to detect a specific type of credit fraud.  A software developer, who wishes 

to use the expert system, will be asked a few questions associated with the 

characteristics of detection techniques.  The answers to these questions will 

help the expert system in deciding the appropriate detection technique which 

best suits software developer’s needs. 

The hypothesis throughout the project is that the use of expert system can 

significantly reduce the amount of research that software developers – who 

wish to implement a fraud detection tool – need to undertake.  This is validated 

by constructing an online questionnaire and invite software developers to 

participate in. 

An additional contribution is achieved during the project.  This involves finding 

and conceptualizing the characteristics of various different frauds and crimes in 

a second ontological knowledge base.  This could be used – as a future work – 

to construct systems capable to inform people for the type of fraud or crime 

which they have been victimized.  It is worth noting that the second ontological 

knowledge base acts as a generic version of the first one.  This is because the 

first ontological knowledge base encapsulates the different types of credit fraud 

and their detection techniques only; whereas the second ontological knowledge 

base encapsulates a significant number of different frauds and crimes including 

credit fraud.    
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1 Introduction 
This first chapter provides an introduction to the area which is related to this 

project.  It starts with fraud in general and moves to credit fraud and detection 

since these are associated with project’s main contribution.  Subsequently, a 

discussion about the exact aims and deliverables of this project is being made. 

1.1 Fraud 

Gosset el al. (1999) state that the definition of fraud is difficult to be formed 

since the distinction between fraudulent and legitimate behaviours is not always 

obvious [1].  On the other hand, Alexopoulos et al. (2007) define fraud as “the 

deliberate and premeditated act perpetrated to achieve gain on false ground [2].  

Sections 2.1 and 2.7 show that the consequences of fraud are not restricted to 

economic losses but they can also lead to violation of human rights, physical 

and psychological harms as well as premature deaths [2] [3].  Fraud can be 

perpetrated everywhere including financial institutions, insurance companies, 

corporations as well as the government – see chapter 2 for more details. 

1.2 Credit Fraud 

The main contribution of this project is related to credit fraud.  Credit fraud is a 

term used to refer to the family of frauds which are perpetrated in credit 

industry.  These are discussed in detail in section 2.1.  For the purpose of this 

introductory chapter, a particular attention is taken to credit card fraud which is 

the most important and dangerous type of credit fraud.   

1.2.1 The Use of Credit Card and its Stakeholders 

Credit card usage has enormously been increased during the last years.  

According to [4], 120 million cards were created in Germany in 2004 which led 

to total credit card purchases of €375 billion at the same year [4].  With respect 

to the previous year – 2003 – there was an increase of 4% on the overall credit 

card usage [4].   

Delamaire et al. (2009) defined credit card as “a method of selling goods or 

services without the buyer having cash in hand” [4].  A credit card transaction 

involves four entities.  The first entity is the consumer; that is the person who 

owns the card and who carries out the legitimate transactions.  The second
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entity is the credit card issuer; that is usually the consumer’s bank – also known 

as issuing bank – which provides the credit services to consumer.  The credit 

card issuer sends the bill to the consumer in order to request a payment for 

their credit card transactions.  The third entity is the merchant who sells goods 

or services to the consumer by charging consumer’s credit card.  This charge is 

achieved through merchant’s bank – the forth entity – which sends the request 

for the transaction to the issuing bank.  The issuing bank will check whether the 

amount of the transaction does not reach the credit card’s limit before 

authorizing that transaction.  If the transaction is valid the issuing bank will block 

the requested amount from consumer’s credit card account and send an 

authorization response to merchant bank.  As soon as the authorization 

response is received by the merchant’s bank, the merchant is notified; the 

transaction is marked as completed and the consumer can take the goods.  The 

blocked amount on consumer’s credit card account will be transferred into 

merchant’s bank account in the following days. 

1.2.2 Credit Card Fraud 

Although the use of credit cards as a payment method can be really convenient 

for our daily transactions; people must be aware of the risks that they impose 

themselves while using their credit cards.  More precisely, the incremental 

usage of credit cards gave the opportunity to fraudsters to exploit their 

vulnerabilities [4].  Credit card fraud refers to any illegal and unauthorized 

activity on the use of credit cards which is undertaken by a fraudster.  According 

to [5] credit card fraud has been increased between 2005 and 2007.  Moreover 

Bolton et al. (2002) claim that in United Kingdom the total losses of credit card 

fraud, for 2000, were £286 million [6].  In United States the total losses for 2009 

were as high as $3.56 billion; an increase of 10.2% comparing to the previous 

year [7]. 

An interesting question arises as to who is responsible to pay for all those 

losses in case of a credit card fraud.  Delamaire et al. (2009) claim that 

merchants are really vulnerable in case of a credit card fraud because they are 

required to pay for the losses due to the so-called charge-backs [4].  Charge-

backs are requested by the consumer’s bank as soon as the consumer reports 

a transaction as unauthorized.  Quah et al. (2008) converges with the above 
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statement by adding that merchants not only have to pay for the amount of the 

illegitimate transactions but also for any additional charges that are imposed by 

the credit card issuer [8].  Yet banks are required to pay the costs of 

investigating whether a transaction, which is reported as illegitimate by the 

consumer, is indeed illegitimate as well as the costs of having the appropriate 

equipments for detecting fraudulent transactions [8]. 

Although consumers are the least vulnerable in case of a credit card fraud there 

are states which enforce consumers to pay for the losses under particular 

circumstances.  This happens in China in case the consumers do not realize 

that their credit cards have physically been stolen and fail to report the lost to 

their banks [8].  According to a discussion of the writer of this report with the 

manager of one of the Cypriot banks – whose details cannot be published for 

privacy reasons; the above policy applies to Cyprus as well.  In particular the 

consumers are not forced to pay the losses of an illegitimate credit card 

transaction if they report the physical lost of card in time or if the card is not 

physically lost at all.  In the first case there shall be no illegitimate transaction at 

all since the credit card will be locked before the fraudster manages to use it.  In 

the second case where only the details of the credit card are stolen and not the 

physical card itself; the illegitimate transaction can be undertaken in places 

where the physical card is not required to be present like phone or internet.  

With today’s technological advances that last type of fraud is very difficult to 

prevent and therefore the consumer is no longer responsible for any losses that 

may occur.  Therefore those losses burden merchants and issuing banks. 

1.3 Credit Fraud Detection 

It has already been mentioned that the losses of a credit card fraud can affect 

all consumers, merchants and issuing banks.  Therefore, it is important to 

establish techniques for detecting and preventing credit card fraud.  The 

literature contains a variety of techniques which can be used to build fraud 

detection systems.  Understanding the characteristics of all those techniques 

can be a tedious task.  A technique which promises a high predictive accuracy 

may be an appealing candidate to be used in the fraud detection system.  

However, there are various different parameters that need to be considered 

before deciding which technique best suits the needs of a particular situation.  
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For instance, if the abovementioned technique which promises a high predictive 

accuracy cannot be applied into a large data set and if our data set is indeed 

large then that technique is obviously not appropriate for our situation. 

1.4 Aims of this Project 

This project aims on researching the various techniques that have been 

suggested in the literature for detecting credit fraud.  The characteristics of the 

techniques are analyzed and encapsulated into a knowledge base system.  The 

latter is capable to receive questions – also known as queries – and respond 

with answers based on the encapsulated information.  An example of the 

question that a user can impose into the knowledge base, using plain English, 

may be: “What technique should I implement if I want to detect credit card fraud 

and if there is a lot of noise in the data set?” 

As mentioned in the abstract chapter, an additional contribution is decided 

during the project.  This is the construction of a generic fraud ontology as 

described in 1.4.1 below. 

1.4.1 Deliverables 

This subsection describes the deliverables of this project. 

Credit Fraud Detection Ontology  

As mentioned above, the findings of research process are encapsulated into a 

knowledge base also known as ontology.  This is a repository of information 

which uses formal mathematical notations.  The conceptualization of 

information into a formal mathematical representation allows the ontology to be 

queried and infer a response.  The ontology includes the various techniques 

and their properties that can be used to detect credit fraud.  More details about 

ontologies can be found in section 2.4. 

Expert System  

In order to demonstrate the effectiveness of the ontology, an expert system is 

constructed.  The stakeholders of the expert system are the software 

developers who wish to build a tool capable to detect credit fraud.  It asks 

software developers questions about the current situation like whether the 

available data sets are noisy or whether they are too big.  The answers to these 
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questions are then translated by the expert system into formal statements that 

can be used to query the ontology.  The results returned by the ontology are 

reported to the users and can be used as an advice of which technique best 

suits their needs.   

It is particularly important to notice that the expert system does not implement 

the detection techniques; instead it suggests the appropriate technique to be 

implemented by the users who shall be software developers.  The rationale 

behind this is that the expert system can save software developers’ time by 

reducing the amount of research that they need to undertake.  As mentioned in 

the abstract chapter this forms the project’s hypothesis.  Without the existence 

of the expert system software developers would have to exhaustively search the 

literature in order to discover the best detection technique based on their needs.  

This is extremely challenging simply because the information in the literature is 

chaotic and demands good research and analytical capabilities in order to 

extract useful features from it.  

To the best of writer’s knowledge there is no any other system which is capable 

to assist software developers in implementing a tool for detecting credit fraud. 

Generic Fraud Ontology   

As mentioned in the abstract chapter an additional ontology is constructed 

during the project.  This encapsulates the characteristics of various different 

frauds and crimes in general.  This ontology forms the basis for the construction 

of a system capable to inform people for the type of fraud or crime which they 

have been victimized.  Unfortunately there was not enough time to construct 

such a system and therefore only the generic fraud ontology was constructed.  

Nevertheless, such a system can be constructed as a part of a future work.   

As mentioned in the abstract chapter, the relationship between the two 

ontologies is that the generic fraud ontology can be seen as an upper, 

generalized version of credit fraud detection ontology.  This is because the 

credit fraud detection ontology encapsulates the different types of credit fraud 

and their detection techniques only; whereas the generic fraud ontology 

encapsulates a significant number of different frauds and crimes including credit 

fraud.      
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1.5 Conclusion and Report Organization 

The first chapter of this report included a brief introduction on the essences of 

the project.  The purpose of this project along with its deliverables have been 

discussed. 

Chapter two details the information found in the literature related to credit fraud 

and detection.  It also discusses all other frauds and crimes that are included in 

generic fraud ontology.  Chapter three details the design process of project’s 

deliverables.  Chapter four details the implementation of expert system and the 

usefulness of generic fraud ontology.  Chapter five demonstrates the way in 

which the expert system has been tested whereas chapter six evaluates the 

expert system.  Finally, an overall project conclusion can be found in chapter 

seven.   
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2 Background and Literature Review 
This chapter details the information found in the literature.  It starts with a 

reference to the different fraud types of credit industry.  Then a discussion on 

the existing techniques for detecting and preventing credit fraud is made.  There 

is also a brief discussion on the technologies which were used during this 

project.  Finally, other fraud types and crimes are discussed.  These are 

relevant to the generic fraud ontology. 

2.1 Credit Fraud 

There are three main types of credit fraud in the literature.  These are credit 

card fraud, bankruptcy fraud and credit application fraud [4] [9].  A detailed 

explanation of each fraud type follows. 

2.1.1 Credit Card Fraud 

This is the most common fraud type that occurs in credit industry.  A fraudster 

uses a legitimate card to undertake illegitimate transactions.  The cardholder is 

not aware of the fact that their card is being used without their permission.  The 

fraudster takes advantage of cardholder’s ignorance by undertaking as much 

transactions as possible before the cardholder realizes and reports the fraud to 

their bank [10]. 

According to Laleh et al. (2009) credit card fraud can be committed either offline 

or online [9].  These two ways are discussed below.  

Offline Credit Card Fraud  
Offline fraud occurs when a fraudster steals the physical card and uses it at the 

actual stores [9].  Although offline fraud is still popular nowadays; it is less 

common because there is a higher probability to fail.  More precisely, the 

cardholders tend to realize the lost of the physical card and report that to their 

bank before the fraudster manages to undertake any illegitimate transactions 

with it.  As soon as the stolen card is reported to the bank, the latter will lock the 

card so as it cannot be used anymore.  It is particularly useful to notice that if 

the cardholder does not realize the lost of their card, a significant financial loss 

can occur.  As mentioned in the introduction chapter, the policies of some banks 

enforce cardholders to pay for the losses which occur due to an unreported
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credit card theft.  Notice that most of the UK banks tend to send the newly 

created cards via the post office.  This is extremely dangerous because the 

cards may be stolen while they are on the way to cardholder’s destination 

address [11]. 

Online Credit Card Fraud 
During online fraud only the details of the card are stolen and not the card itself.  

This is also known as virtual card theft.  The details of the card can be used in 

places where the card need not be physically present like internet or phone 

purchases [9].  This type of credit card fraud is very dangerous and more 

difficult to prevent because fraudsters can hold credit card’s information for a 

long period of time before they use it [10].  There is no way for the cardholder to 

know in advance that their credit card information is stolen.  Therefore this type 

of fraud may only be detected after one or more illegitimate transactions are 

taken place. 

There are various ways that fraudsters adapt in order to steal the information of 

credit cards.  Some of these ways are briefly discussed below. 

Skimming   
Patidar et al. (2011) define skimming as the “process where the actual data on 

a card’s magnetic stripe is electronically copied onto another” [12].  Fraudsters 

use special-purpose devices – also known as skimmers – to capture the 

information of credit cards that are encapsulated inside their magnetic stripes 

[11] [12].  They can use the stolen card information to create counterfeit 

physical cards in order to use them at actual shops or simply supply the card 

information at online shops [11].  Skimming can be committed by an unfaithful 

employee, who may swipe customer’s card using the skimmer device, while the 

customer is at the point of sale.  In the past, skimmer devices have also been 

introduced on ATM cash machines.  In addition to that, micro-cameras have 

been used to record the PIN code of a cardholder during ATM transactions. 

Site Cloning   
Fraudsters clone a legitimate website to deceive customers into placing an 

order with them.  Since the fraudulent website seems identical to the legitimate 

one, the unsuspecting customers provide their credit card information to 
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complete their order.  Consequently fraudsters who obtained the customer’s 

credit card information can commit credit card fraud whenever they wish to [12]. 

False Merchant Sites   
According to Patidar et al. (2011) there are various websites that ask for credit 

card information in order to confirm customer’s age [12].  These websites will 

never charge the credit cards directly but they may sell their information to 

fraudsters who will commit credit card fraud [12]. 

Credit Card Generators   
These are automated programs which make use of banks’ algorithms to 

generate credit card numbers [12].  Fraudsters can generate an arbitrary 

sequence of candidate numbers and then use other techniques – like trial and 

error – to figure out which numbers correspond to real credit card accounts. 

Phishing   
Refers to the spam emails that are sent by fraudsters in order to deceive their 

victims and obtain their personal information [12].  Fraudsters can impersonate 

a service provider or institute that victims collaborate with.  In their email, 

fraudsters can make use of a convincing excuse to ask for victim’s personal 

information including credit card details.  The spam emails may also include 

links to fraudulent websites which again can deceive victims into revealing their 

personal information.  Taking into account the enormous amount of spam 

emails that we receive at a daily basis, anyone can conclude that this type of 

fraud is still popular nowadays; although it has been out for many years. 

2.1.2 Bankruptcy Fraud 

Bankruptcy fraud occurs when consumers use their credit cards to spend more 

money than they can actually pay [4].  Credit cards can be seen as a way for 

consumers to borrow money from their banks.  Normally consumers will use 

their credit cards to carry out daily transactions.  At a regular basis – for 

instance once every month – the bank will send a bill to their customers in order 

to request a payment for their credit card transactions.  Customers, who plan to 

commit bankruptcy fraud, will overdraft their credit card accounts and then 

declare themselves as being in a position of a personal bankruptcy [4].  In such 

a case the bank will have to pay for all the losses [4].            
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Xiong et al. (2013) state that bankruptcy fraud increases expeditiously and can 

cause serious losses to issuing banks [13].  In addition to that, they suggest the 

evaluation of credit card applications in order to verify the creditworthiness of 

applicants [13].  Such an evaluation can usually reveal the possibility of a 

customer to go bankrupt in the future.  Xiong et al. (2013) also state that the 

abovementioned evaluation is not enough because customers with initial good 

creditworthiness can still be proved insolvent at a later stage [13].  Therefore 

even if an applicant, who satisfies the desirable levels of creditworthiness, is 

provided with a credit card account, the latter should keep being inspected by 

the bank in order to predict any possibility of future insolvency.  More details 

about the techniques for predicting bankruptcy fraud can be found in section 2.2 

and 2.3.   

Whittaker et al. (2005) claim that a missed payment on a credit card bill is an 

indication of an insolvent customer [14].  Banks should take immediate 

measures to reduce the potential losses in case of a customer’s bankruptcy.  An 

example of those measures could be the reduction of allowed credit card limit.  

Of course, banks need to be very careful when taking restricting measures 

against their customers.  The reason of this is that there is a danger to lose 

customers who did not intend to commit bankruptcy fraud but for some reason 

they were unable to pay their bills on time [14].      

Credit Bureau 
A way of evaluating the creditworthiness of a credit card applicant is by 

considering the reports of a credit bureau.  Credit bureaux are organizations 

which gather information about consumers from various different sources like 

financial institutions, banks, credit unions, courts and bankruptcy filings [4].  

Banks can request a report from a credit bureau by providing the details of a 

credit card applicant.  Delamaire et al. (2009) state that a credit report can 

contain “personal particulars, details of non-compliance with contractual 

obligations, information from public directories and additional positive 

information such as repayment of loans according to contract at or before 

maturity” [4].  Information like current home address and occupation details may 

also be included in the credit report [4]. 
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2.1.3 Credit Application Fraud 

Credit application fraud occurs when a fraudster applies for a credit card using 

false information [4].  The credit application fraud is associated with another 

serious fraud, the identity fraud. 

Identity Fraud     
Identity fraud occurs when a fraudster uses a false identity with intension to 

commit another fraud [15] [16] [17].  Identity fraud can be perpetrated by 

inventing an identity which does not belong to a real person or by stealing the 

actual identity of a real person – also known as identity theft [4] [15] [16] [17] 

[18].  Inventing an identity is easy because there is no need for fraudsters to 

look for valid information of a real person [18].  Nevertheless, this type of 

identity fraud is very difficult to succeed nowadays because financial institutions 

tend to check whether the applicant’s information corresponds to a physical 

person or not. 

Identity theft, on the other hand, has a higher possibility to succeed; although it 

requires more effort to be committed due to the collection of victim’s personal 

information [18].  Fraudsters gather all the necessary information to 

impersonate their victims.  They can then apply for a credit card using victim’s 

information or commit other frauds.  If the fraudster applies for a credit card and 

the fraudulent application succeeds then the fraudster will be able to use the 

issued credit card to carry out transactions on behalf of the victim.   

Bose (2006) states that identify theft grows rapidly year by year and that there 

were 9.9 million victims in America on 2005 [19].  There are several ways that 

fraudsters adopt to steal the personal information of their victims.  They can 

burgle victim’s houses, steal their garbage or mails, bribe employees who have 

access to identity information or use malicious software like spywares to obtain 

unauthorized access to victim’s computers and gather their confidential 

information [15] [16] [17] [19]. 

The consequences of identity fraud in credit application can vary.  If the 

fraudster invented an identity which did not belong to a real person and 

managed to receive a credit card, then the issuing bank would definitely lose 

their money because the fraudster would overdraft their credit card account and 
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vanish without paying the bill [17].  On the other hand, if the fraudster used a 

real identity then the real person would be liable to pay the bill unless he or she 

manages to proof the identity theft.  In addition to that, the creditworthiness of 

real person might be damaged, making them unable to receive credit cards or 

loans in the future [17].  It is worth mentioning that fraudsters who commit 

identity thefts can easily take over the bank accounts of real persons and use 

them to their advantage [17].  

Chain of Trust     
Abdelhalim et al. (2009) provide a broader definition of application fraud.  They 

explain that “application fraud occurs when an individual or an organization 

applies for an identity certificate using someone else’s identity” [20].  By identity 

certificate they mean any formal document which can proof the identity of a 

person like passport, credit card, driving license etc [20].  They claim that 

application fraud is based on the way that identity certificates are used in the 

real world.  More precisely they explain that there is a chain of trust between 

identity certificates which can easily be exploited by fraudsters [20].  According 

to them “the issuing of a credit card relies on the social security card, which in 

its turn relies on the passport, which again relies on the birth certificate” [20].  In 

other words if a fraudster manages to steal the birth certificate of a victim, he 

will be able to apply for a new passport following by a new social security card 

and finally by a new credit card [20]. 

2.2 Data Mining and Detection Techniques 

This section describes the concept of data mining and the techniques which are 

found in the literature for detecting credit fraud.  The main reason why these 

techniques are reviewed is that they form the basis of the credit fraud detection 

ontology and they are reported as an implementation advice by the expert 

system.   

2.2.1 Data Mining  

Data mining refers to a family of machine learning techniques capable to 

analyze and extract non-trivial patterns from data [21].  Data mining is also 

known as knowledge discovery because it can reveal previously unknown 

information which was hidden in the data of various databases [21].  The mined 

26 
 



Chapter 2: Background and Literature Review      
 

information can be proved very useful for the organizations who apply data 

mining.  Based on the results, organizations may make important decisions 

which can help them survive in the competitive environment.  For instance an 

organization can analyze the sale records of its customers in order to send 

attractive offers on the most popular products [22].   

Hormozi et al. (2004) state that “data mining enables an organization to focus 

on the most important information in the database, which allows managers to 

make more knowledge decisions by predicting future trends and behaviours” 

[23].  Given that databases are too large; it is very inconvenient and impractical 

to look manually for hidden patterns on the data [23].  Therefore data mining 

can be introduced to facilitate the discovery of useful knowledge.  Forrester 

Research firm reported that 52%, of 1000 companies in total, decided to employ 

data mining techniques in 2001 to improve their marketing strategies; an 

increase of 34% comparing to 1999 [23]. 

Data mining can also be used to detect fraudulent credit card transactions, 

predict which customers are more likely to default their contractual obligations 

by going bankrupt as well as identify fraudulent credit applications.  Srivastava 

et al. (2008) state that the only way to detect credit card fraud is by analyzing 

the spending behaviour of customers using data mining techniques [24].  

Customers tend to follow a standard spending profile and therefore any 

transaction which deviates from that standard can be considered as suspicious 

[24].  Suspicious transactions can be examined in detailed by bank officers to 

determine whether they are indeed fraudulent or not.      

Like most of the machine learning algorithms, data mining techniques tend to 

learn models from data.  There are three approaches on learning the data 

mining models.  Those are supervised learning, unsupervised learning and 

semi-supervised learning; and they are described below. 

Supervised Learning   
This is the most common learning approach where the model is trained using 

pre-defined class labels [6].  In the context of credit card fraud detection the 

class labels may be the “legitimate” or “fraudulent” transactions.  A supervisor 

provides a training data set whose transactions are classified in advanced as 
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belonging to the “legitimate” or the “fraudulent” class.  The training set can be 

used to build the predicting model.  Any new transaction can be compared 

against the model to predict its class.  If the new transaction follows a similar 

pattern to the illegitimate behaviour – as this is described by the trained model – 

it will be classified as a fraudulent transaction. 

One limitation of supervised learning is that it requires confidentiality on the 

class of each training sample.  If there is a fraudulent transaction X which is 

misclassified by the supervisor as legitimate then the constructed model will be 

problematic.  The same happens for a legitimate transaction which is 

misclassified as a fraudulent [6].  Moreover an imbalanced distribution – also 

known as skewed distribution – of the class labels in the training set can result 

in a model which does not have a very good predictive accuracy.  Skewed 

distribution is the situation where there are much fewer training samples of 

class A than class B.  Maes et al. (2002) state that fraudulent transactions are 

usually much fewer than legitimate ones [25].  Therefore the problem of skewed 

distribution exists in the area of credit card fraud detection and supervised 

learning is seriously affected from that.  In addition to that, supervised learning 

models cannot detect new frauds [6].  This is because the behaviour of the new 

fraud is unknown to the trained model and therefore the latter cannot detect it.  

Further training is needed on the model to learn the existence of the new 

frauds.  Finally a substantial effort is required from experienced people – also 

known as supervisors – to derive the labelled training samples which will be 

used to construct the model [26]. 

Unsupervised Learning   
Unsupervised learning involves no class labels for model construction.  Bolton 

et al. (2002) explain that unsupervised learning techniques aim to discover 

those instances “whose behaviour is unusual” [6].  A model which represents 

the “baseline distribution of normal behaviour” is constructed without using class 

labels [6].  That model is then used to detect instances which deviate from that 

normal behaviour [6].  It is particularly useful to notice that unsupervised 

learning techniques can detect both old and new fraud types since they are not 

bounded to the fraud patterns which are encapsulated in the labelled training 

samples like supervised learning techniques do.  Instead unsupervised learning 
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techniques aim to detect anything which does not comply with the normal 

behaviour.      

Semi-supervised Learning   
As mentioned above, supervised learning requires all the training samples to 

have their class labelled.  In contrast unsupervised learning needs no labelled 

samples at all.  Semi-supervised learning lies between supervised and 

unsupervised learning since it involves a small number of labelled samples and 

a large number of unlabelled samples [26].  In the context of credit card fraud 

detection, semi-supervised learning techniques may involve labels for some of 

the legitimate transactions only.  This can reduce the effort needed by 

supervisors to classify training data [26]. 

2.2.2 Detection Techniques 

This subsection provides a brief discussion on various data mining techniques 

which can be used to detect credit fraud.  It is particularly useful to notice that 

the algorithmic details of these techniques are out of the scope of this report.  

What is more important for this project is to understand the techniques at a 

higher level of abstraction and extract useful characteristics which can be used 

to build the knowledge base.  The extracted characteristics can be found in 

chapter 3.  Here there is a general discussion over the detection techniques. 

Artificial Neural Networks (ANNs)   
An artificial neural network imitates the way that human brain works [27].  It 

consists of a number of nodes – which are called neurons – and edges which 

interconnect those neurons [28].  Neurons are computational units which 

process some input information and produce some output [28].  The output of 

one neuron is passed as input to another.  A neuron of human brain is activated 

if and only if the received signal is sufficiently strong [28].  Likewise an artificial 

neuron receives not only some input signals but also a weight which determines 

whether the input signals are sufficiently strong or not.  If the signals are strong 

enough, an activation function will start executing to produce the output [28].  

Figure 1 which is taken from [28] illustrates the structure of a single artificial 

neuron.  It shows the inputs, weights, activation function and output. 
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Figure 1: Artificial Neuron Structure [28] 

 
More details about artificial neural networks can be found in [28]. 

Support Vector Machines (SVMs)   
Support Vector Machines is a binary classification methodology.  This means 

that an input sample can be classified into one out of two possible classes.  It is 

suitable for credit card fraud detection because only two classes are needed; 

namely the “legitimate” and “fraudulent” class.  SVM tries to calculate an optimal 

hyperplane which will separate the samples of the two classes [29].  There are 

various hyperplanes which can do that job but an optimal hyperplane will also 

maximize the margins between the samples of the two classes [30].  Figure 2 

which is taken from [30] illustrates an example of two classes which are 

separated by an optimal hyperplane.  Blue and black bullets correspond to the 

samples of the two distinct classes.  Support vectors define the boundaries of 

each class by taking into account the sample which is closest to the hyperplane 

[30].  Clearly the separating hyperplane lies in the middle of support vectors by 

maximizing the margin between them [30].  A new sample is classified by 

measuring its distance from the hyperplane. 
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Figure 2: SVM Optimal Hyperplane [30] 

According to Wu et al. (2007), SVM “has a sound theoretical foundation” which 

makes it a robust classification technique [31].  Nevertheless, an optimal 

hyperplane which separates linearly the samples of the two classes is not 

always possible to be found [32].  In that situation a kernel function can be used 

to map the non-linearly separable data into a higher dimension in which an 

optimal hyperplane can be found [32].  The main issue with kernel functions is 

that they increase the implementation complexity of SVMs. 

More details about SVMs can be found in [29].     

Bayesian Belief Networks (BBNs)   
A Bayesian belief network is a probabilistic classifier which is based on directed 

acyclic graph (DAG) [27].  The nodes of the graph represent domain variables 

[33]. Those are actually the attribute values that exist on the dataset [33].  

Probabilistic dependencies between the nodes are represented by the edges 

that connect those nodes [33].  Two nodes are said to be conditionally 

independent if and only if there are no any edges to interconnect them [27].  

BBNs make use of the conditional probability theory.  In the context of credit 

card fraud detection a BBN will represent the probability of a fraudulent 
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transaction given that the variables of that transaction have some specific 

values. 

According to Cheng et al. (2001) the main advantage of BBNs is that they can 

easily be interpreted by humans who can modify them in case they need to 

achieve a better predictive accuracy [33]. 

More details about BBNs can be found in [33]. 

Decision Trees (DTs)  
A decision tree is a supervised learning data mining technique which repeatedly 

partitions the training samples into more identical groups based on a 

dissimilarity measure [32].  There are many different algorithms which can be 

used to split the training samples into branch-like groups [34].  The resulting 

model has a tree-like structure consisting of a root, a number of branches, 

nodes and leaves.  Figure 3 which is taken from [35], illustrates an example of a 

decision tree for playing tennis.  The root is the “Outlook” node while “Humidity” 

and “Wind” are the subsequent nodes of the tree.  The branches are “Sunny”, 

“Overcast”, “Rain”, “High”, “Normal”, “Strong” and “Weak”.  The leaves which 

are found in the bottom of the tree are “Yes” and “No”.  For each leaf L, there is 

a unique path from tree’s root to L indicating the decision rule for classifying a 

new sample as belonging to the class of L [34].  An example of a decision rule 

is: “IF Outlook = ‘Sunny’ AND Humidity = ‘Normal’ then class = ‘Yes’”. 
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Figure 3: An Example of Decision Trees [35] 

One important advantage of decision trees over other data mining techniques is 

the ease of interpretability by humans.  Taking into account that a decision tree 

can be represented either as a tree-like structure or as a set of “IF..THEN” 

decision rules; one can conclude that it can be easily understood in either form 

[32]. 

On the other hand decision trees are known to be unstable.  According to [36], a 

“small fluctuations in the data sample may result in large variations in the 

classifications assigned to the instances” [36].  Moreover the resulting decision 

tree may contain some errors or anomalies and pruning may be needed to 

resolve those issues [37].  Pruning is the process of removing erroneous 

branches, nodes or leaves.  This is a tricky process because it may result in 

degradation of classification performance of the tree [37].    

More details about DTs can be found in [34]. 

Outlier Detection (OD)   
Hawkins et al. (2002) define outlier as “an observation that deviates so much 

from other observations as to arouse suspicion that is was generated by a 

different mechanism” [38].  Outlier detection refers to a family of unsupervised 

learning data mining techniques capable to discover rare patterns in data – also 

known as outliers [27].  Outliers can be detected without knowing the data set’s 

distribution or needing any labelled training samples [39]. 

Figure 4 which is taken from [40], illustrates a graph which has an outlier – that 

is the pullet which deviates a lot from the rest of pullets. 
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Figure 4: Example of an Outlier [40] 

The complexity of outlier detection lies in the fact that a similarity metric needs 

to carefully be chosen [5].  This will calculate the similarity between different 

data [5].  Different metrics often lead to different outcomes and therefore 

choosing the right metric can proved a complex task [5]. 

In the context of credit card fraud detection, a fraudulent transaction can be 

seen as an outlier which behaves differently comparing to legitimate 

transactions; hence it can easily be spotted.      

More details about outlier detection can be found in [41]. 

Peer Group Analysis (PGA)   
Peer group analysis is an unsupervised learning technique which monitors 

“behaviour over time” [42].  In the context of credit card fraud detection, PGA 

identifies all those accounts A that used to behave similarly to a target account 

c at some time tpast in the past [5].  The accounts A are known as the “peer 

group” of c.  The target account c is marked as suspicious if, and only if, at 

current time tcurrent it demonstrates a different behaviour than this of its peer 

group A [6].  The rationale behind this approach is that a sudden change in the 

spending behaviour of a customer at some specific time in the year will not be 

marked as suspicious if a similar change occurs to its peer group at the same 

time [5].  The spending behaviour of most customers changes during special 

circumstances like Christmas and Easter periods; causing most fraud detection 

systems to produce false alarms [5].  PGA eliminates those false alarms by 

reporting only those accounts that are indeed suspicious comparing to their 

peer groups. 

More details about PGA can be found in [42].   

Hidden Markov Model (HMM)   
Srivastava et al. (2008) defined HMM as “a double embedded stochastic 

process with two hierarchy level” [24].  Comparing to a conventional Markov 

model; HMM is much more expressive and can represent more complex 

stochastic processes [24].  HMMs are widely used in the area of speech 

recognition, computer vision and pattern recognition [43].  HMMs have also 
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been applied in the area of credit card fraud detection by Srivastava et al. 

(2008) [24]. 

Figure 5 which is taken from [44] illustrates an example of a traditional Markov 

model.  Markov models consist of states, observations and probabilistic 

transitions.  There are three states in figure 5; those are “Bull”, “Bear” and 

“Even”.  There are also three observations; “up”, “down” and “unchanged”.  

Each state emits a specific observation; for instance “Bull” emits “up”.  The 

transitions indicate the probability of switching between states.  For example the 

probability of switching to state “Bear” is 0.2 given that the current state is “Bull”.  

If a sequence of observations like “unchanged-down-up-down” is emitted, one 

can easily conclude that they have been produced by states “Even-Bear-Bull-

Bear” [44].    

 

Figure 5: Traditional Markov Model Example [44] 

On the other hand a hidden Markov model allows more than one observations 

to be emitted by each state [44].  This is done by declaring different probabilities 

for each observation of each state [44].  Figure 6 which is taken from [44] 

illustrates such an HMM.  For instance state “Bull” can now emit “up”, “down” 

and “unchanged” with a probability of 0.7, 0.1 and 0.2 respectively.  There is a 

higher possibility for state “Bull” to emit an “up” but it can also emit other 
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observations too [44].  HMMs are more expressive and can encapsulate more 

meaning than traditional Markov models [44].   

Since an external observer can only see the sequence of emitted observations; 

it is not possible to know exactly the state sequence which produced those 

observations because states are hidden [24] [44].  Nevertheless, one can still 

calculate the probability that an emitted observation sequence has been 

generated by a possible state sequence [44].    

 

Figure 6: Hidden Markov Model Example [44] 

More details about HMMs can be found in [44].  

Artificial Immune System (AIS)   
Artificial Immune Systems belong to the family of artificial intelligence which 

imitate the way that human’s immune system works [45].  The main function of 

our immune system is to categorize all the cells found in the body as “self” or 

“non-self” [45] [46].  Non-self cells are then examined exhaustively in order to 

decide on a suitable defence [46].  The defensive mechanism which was used 

to protect the body from a non-self cell x is recorded for future reference.  If a 

non-self cell similar to x invades the body at some time in the future, the same 

defensive mechanism will be used.  Therefore the immune system is able to 

protect the body from non-self cells by applying an evolutionary learning 
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mechanism [46].  It is particularly useful to notice that our immune system can 

also spot new types of non-self cells which are unknown and not seen before 

[45]. 

An AIS works in a similar way to our immune system.  In the context of credit 

card fraud detection, an AIS can spot fraudulent transactions since they can be 

thought as the non-self cells [45].  This is done without the need for exhaustive 

labelled training.  Instead there is a small number of labelled samples that 

correspond to legitimate transactions and a large number of unlabelled samples 

that correspond to either legitimate or fraudulent transactions.  This makes AIS 

a semi-supervised learning technique which can spot both previously seen and 

new unseen fraudulent patterns. 

More details about AIS can be found in [46]. 

Nearest Neighbour (kNN)   
The Nearest neighbour classification is one of the simplest supervised learning 

techniques since it does not involve any model construction [47].  Instead 

labelled training samples are stored in a repository and they are retrieved 

whenever a new unlabelled sample needs to be classified [47].  The distance of 

the new unlabelled sample s to all the labelled training samples is calculated by 

using a suitable metric [47].  The rationale behind this is to identify the k labelled 

samples – where k is a predefined positive integer – that are as close to s as 

possible [47].  The predominant class label of these k samples is then inherited 

by s [31] [47]. 

2.2.3 Challenges 

Implementing a fraud detection tool using data mining techniques involves a 

number of challenges which needs to carefully be considered. 

Skewed Distribution   
As already mentioned in 2.2.1; when labelled training samples are needed to 

construct the detection model there is a possibility of the unbalanced class 

distribution problem, also known as skewed distribution.  In other words if we 

want to build a classifier which can categorize new samples as belonging to 

either class A or class B then we need to provide training samples with labels 

on these two classes.  Skewed distribution occurs when there are much more 
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labelled samples of class A than class B.  This will cause the model to know 

very little about class B and much more about class A affecting in this way its 

predicting accuracy [25].  This is a very common problem in credit card fraud 

detection because the number of fraudulent transactions is usually much 

smaller than this of the legitimate transactions [25].  Therefore software 

developers need to find ways to deal with this problem when building fraud 

detection systems. 

Noise   
According to Maes et al. (2002) “noise is simply the presence of errors in the 

data, for example incorrect dates” [25].  Missing values are also considered as 

noise [48].  Noise can result in an erroneous model construction with bad 

predictive accuracy [25].  The process of removing noise is called data 

cleansing [25].  Depending on the concerned data set; data cleansing can be a 

very complex task [25].  

Supplying Labelled Training Samples   
Finding training samples and providing the right class labels for model 

construction can also be a very complex task.  This is one of the biggest 

challenges of supervised learning techniques since labelled training samples 

may not always be available [26]. 

Overlapping Data   
Overlapping occurs when a fraudulent transaction looks very similar to a 

legitimate one or when a legitimate transaction looks very similar to a fraudulent 

one [25].  This is also a problem because it can lead to an erroneous model 

construction. 

Choosing Parameters  
Most of data mining techniques require a number of parameters including 

thresholds to pre-set by the user.  Different parameters can lead to completely 

different model performance [49].  This increases the complexity of model 

construction. 

Feature Selection   
Selecting the features – also known as attributes or columns – of the data set 

that should be used to construct the detection model can also be a challenge.  
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Many articles in the literature suggest the features that should be used to 

achieve better results. 

Over-fitting   
Generally the training data set always contains few errors or random values 

even after data cleansing.  These are known as “small fluctuations” in the data 

[32].  Over-fitting occurs when the algorithm used in model construction, tries to 

learn as many information as possible from the training data set including this 

small fluctuations which do not represent the real situation [32].  This can lead 

to a very complex model with poor predictive accuracy.    

2.3 Related Work 

This section provides a brief reference to the literature articles which suggest 

the techniques of subsection 2.2.2 for detecting credit fraud.  It is split into 

further subsections based on the different types of credit fraud.  The 

implementations described in these articles are encapsulated in the credit fraud 

detection ontology and suggested by the expert system. 

2.3.1 Related Work for Credit Card Fraud    

The literature work which is related to credit card fraud is described below.  This 

is done by categorizing the work based on the detection techniques. 

Using ANN   

Wiese et al. (2009) suggest an implementation of ANNs for detecting credit card 

fraud [50].  Their implementation takes into account a sequence of transactions 

that have occurred at some time in the past, in order to determine whether a 

new transaction is legitimate or fraudulent [50].  They believe that “looking at 

individual transactions” only is misleading since it cannot face any periodical 

changes in spending behaviour of a customer [50].  They call their approach as 

“Long Short-term Memory Recurrent Neural Network (LSTM)” [50].    

Guo et al. (2008) suggest a different implementation of ANNs by converting the 

training samples into confidence values using a specific mathematical formula 

and then supply these values to train the ANN – instead of the original training 

samples [51].  They call their approach as “confidence-based neural network” 
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and they claim that it can achieve promising results in detecting credit card 

fraud [51]. 

Another implementation of ANNs is suggested by Patidar et al. (2011) [12].  

They use the genetic algorithm – the details of which can be found in [52] – in 

order to derive the optimal parameters of ANN [12].  Like many other data 

mining techniques, ANNs make use of a number of parameters which need to 

be specified by software developers.  Although the values of theses parameters 

can seriously affect the predicting accuracy of ANN models; a standard practice 

for specifying these parameters has never been established [12].  The use of 

genetic algorithm which is suggested by Patidar et al. (2011) [12] can help in 

deciding these optimal parameters.  They call their approach as “Genetic 

Algorithm Neural Network (GANN)” [12]. 

Using SVM   
Chen et al. (2006) suggest an implementation of SVM which they call “Binary 

Support Vector System (BSVS)” [53].  One of the main problems of data mining 

techniques arises in situations where the training samples have an imbalanced 

distribution – also known as skewed distribution.  In such a case the 

misclassification rate is increased whereas the predicting accuracy of the 

classifier is reduced.  The approach of Chen et al. (2006) is insensitive to 

skewed distribution of training samples [53]. 

An innovative implementation of SVMs for detecting credit card fraud is also 

suggested by Chen et al. (2004) [54].  They suggest from the issuing banks to 

ask their new customers to fill some questionnaires that can help them 

understand the spending habits of the customers [54].  This is particularly useful 

since there is no any prior history on the spending behaviour of new customers 

and therefore the detection techniques cannot spot fraudulent transactions at 

the initial stage [54].  Therefore the answers to the questionnaires can be used 

in a similar manner to the historical information of each customer.  They call 

their approach as “Questionnaire-Responded Transaction Model” (QRT Model) 

[54]. 
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Using BBN   
Maes et al. (2002) suggest an implementation of BBNs for detecting credit card 

fraud [25].  They claim that their approach can detect up to 8% more fraudulent 

transactions than ANNs can do [25].  To the best of writer’s knowledge, this is 

the only article in literature which suggests the use of BBNs in credit card fraud. 

Using DT   
Sahin et al. (2011) provide three different implementations of decision trees for 

detecting credit card fraud [37].  These implementations are called C5.0, C&RT 

and CHAID [37].  Their differences lie in the way in which they construct the tree 

as well as the pruning algorithm which they use to remove erroneous branches 

and nodes [55].  According to the experiments made by Sahin et al. (2011), the 

best predicting accuracy was achieved by C5.0 with an average of 92.80%, 

following by CHAID with 92.22% and finally by C&RT with 91.34% [37].  In their 

experiments, the three DT implementations outperformed the SVM 

implementation which achieved an average accuracy of 88.38% [37]. 

Using Outlier Detection   
YU et al. (2009) suggest an implementation of outlier detection technique [39].  

The similarity metric that they use to detect outliers is called distance sum.  This 

is mathematically explained in [39].  

Yamanishi et al. (2004) suggest another implementation of outlier detection for 

detecting credit card fraud [56].  They call their approach as “SmartSifter” and 

claim that it can be applied in real time [56].  This means that a new transaction 

is checked as soon as it arrives before being authorized [56].  This is not the 

case for most fraud detection systems because real time detection is time 

consuming [56].  Most of them will check the newly authorized transactions at 

some time in the future – for example once a day – in a batch processing mode 

[56].  The main disadvantage of this approach is that a fraud is just detected but 

not prevented.  If, for instance, a fraud was committed in a physical shop then 

the fraudster would take the products and run away before the bank discover 

this fraud.  Therefore somebody – either the legitimate cardholder or merchant 

or bank – would need to pay the losses of this fraud. 
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Using PGA   
Weston et al. (2008) suggest an implementation of PGA for detecting credit 

card fraud [42].  Their approach cannot detect fraud in real time but instead 

once every night [42].  To the best of writer’s knowledge there is no other 

implementation of PGA in the literature for this purpose. 

Using HMM   
Srivastava et al. (2010) suggest an implementation of HMM which promises a 

good predictive accuracy and a minimal misclassification error [24].  However, 

their approach does not perform well on new customers where historical 

information is not available [24].  Again there is no other implementation of 

HMM for credit card fraud to the best of writer’s knowledge. 

Using AIS   
Brabazon et al. (2010) propose an implementation of AIS for detecting credit 

card fraud which is committed online only [45].  Although their approach can 

identify 90% of legitimate transactions; 96% of fraudulent transactions are 

classified as legitimate and therefore their approach is at least unrealistic [45]. 

Another proposal of AIS for credit card fraud has been made by Gadi et al. 

(2008) [49].  They use the genetic algorithm [52] as well to derive the optimal 

parameters of their model [49]. 

2.3.2 Related Work for Bankruptcy Fraud    

The literature work which is related to bankruptcy fraud is described below.  

Again, this is done by categorizing the work based on the detection techniques. 

Using ANN   
Wilson et al. (1994) propose an ANN implementation for predicting firms that 

are most likely to go bankrupt at some time in the future [57].  Their experiments 

reveal promising results. 

Moreover, Pendharkar (2005) suggests another ANN implementation for 

predicting bankruptcy fraud [58].  One of the various parameters that ANN 

models need is a threshold value t [58].  This is used to determine the class of a 

new sample and is usually given a fixed value of 0.5 [58].  The approach 

described in [58] uses a variable threshold value which is calculated based on 
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the characteristics of training samples.  This improves the predictive accuracy of 

the model [58].  Pendharkar (2005) calls this approach as “threshold-varying 

artificial neural network (TV-ANN)”. 

Using SVM   
Min et al. (2005) suggest an SVM implementation for detecting bankruptcy fraud 

[59].  According to their experiments they achieved an overall predictive 

accuracy of 83% [59]. 

Wu et al. (2007) propose another SVM implementation [60].  They use the 

genetic algorithm [52] for parameter optimization [60].  They call their approach 

as “Genetic Algorithm SVM (GA-SVM)” and show that it can achieve a 

predictive accuracy of 97% with a minimal misclassification error [60]. 

Moreover, Xiong et al. (2013) suggest an SVM implementation which takes into 

account the score of credit bureaux and the payment history of customers to 

predict their bankruptcy likelihood in the future [13].   

Using kNN   
Chen et al. (2011) demonstrate the use of kNN for corporate bankruptcy 

prediction [61].  They use an algorithm called Particle Swarm Optimization 

(POS) – the details of which can be found in [62] – in order to calculate an 

optimal value for k and to get help on feature selection [61].  Recall that feature 

selection is the process of deciding which features – also known as attributes – 

are most appropriate to be used in the data mining process.  They call their 

approach as “Adaptive Fuzzy K-Nearest Neighbour” [61]. 

Using DT   
Bastos (2007) proposes a bankruptcy prediction technique using boosted 

decision trees [36].  “Boosting is a procedure that aggregates many ‘weak’ 

classifiers in order to achieve a high classification performance” [36].  A number 

of decision trees are used individually to produce a bankruptcy prediction for a 

given customer [36].  The “weighted majority vote” is then introduced to 

combine all those predictions together in order to derive the final outcome [36].  

This boosting technique can overcome the instability problem of decision trees 

which is mentioned in 2.2.2. 
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Li et al. (2010) suggest the use of C&RT decision tree algorithm – which has 

been proposed by Leo et al. (1984) [63] – in order to predict corporate 

bankruptcy [55].  Their experimental results are very promising since they 

achieved a predictive accuracy of 90% [55].    

2.3.3 Related Work for Credit Application Fraud    

The literature work which is related to credit application fraud is described 

below.  To the best of writer’s knowledge there is no too much related work on 

credit application fraud in the literature. 

Abdelhalim et al. (2009) suggest an innovative approach for detecting credit 

application fraud using the web as an information source [64].  More precisely 

they compare the information of credit applications with identity information 

which is extracted from the web [64].  The rationale behind this is to detect any 

inconsistencies which indicate that a credit application may be fraudulent [64].  

For instance if an applicant with social security number s claims that he was 

born on 1965 but it can be found from the web that the same applicant with s 

may actually be born on 1970 then there is a serious identity inconsistency here 

which suggests the possibility of identity fraud.  Abdelhalim et al. (2009) claim 

that the web, which is so powerful, allows the extraction of useful identity 

information for a given person if it is used correctly [64].  They supply the 

extracted information in a decision tree which is created on the fly in order to 

conclude whether a credit application is indeed fraudulent or not [64]. 

Moreover, Phua et al. (2009) propose a detection technique for credit 

application fraud called “Communal Analysis Suspicion Scoring” (CASS) [18].  

This can detect fraudulent applications by generating suspicion scores [18]. 

2.4 Ontology 

This section provides a brief discussion on ontologies.  As already mentioned, 

two ontologies were constructed during this project.  The first one 

conceptualizes the various types of credit fraud along with their detection 

techniques.  The second one conceptualizes the characteristics of various 

frauds and crimes in general.  
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An ontology is widely defined as “a specification of a conceptualization” [65].  

Conceptualization refers to the “abstract, simplified view of the world” [65].  A 

specific real-world domain can be represented at a higher level of abstraction 

using ontologies [65].  Therefore an ontology can be seen as a formal 

representation of concepts along with their relationships [65].  It can express 

semantics in a much richer way than other representation models [66].  

Ontologies consist of classes, their instances and properties between these 

instances [66].  They also use logic languages like first order logic or description 

logic to formalize axioms and increase their expressiveness [66].  They are 

widely used in the area of Semantic Web to express meaning [66]. 

Individuals   
Individuals – also known as instances – can be seen as the objects of the 

conceptualized domain [67]. 

Classes   

The classes of an ontology are the “sets that contain individuals” [67].  A class c 

consists of formal mathematical statements which describe the conditions which 

an individual needs to satisfy for being member of c [67].  Similar to object 

oriented programming, a class may have a number of subclasses [67].      

Properties  
The properties are simply the relations between two individuals [67]. 

Figure 7 which is taken from [67], illustrates an example of classes, properties 

and individuals.  There are three classes; “Person”, “Country” and “Pet”.  

Moreover there are seven individuals; “Gemma”, “Matthew”, “Italy”, “England”, 

“USA”, “Fluffy” and “Fido”.  In addition to that, there are three properties; 

“hasSibling”, “livesInCountry” and “hasPet”.  The property “hasPet” links 

individuals “Matthew” and “Fluffy” together.  This really says that Matthew has a 

pet which is called Fluffy.  A similar connection is described with the rest of the 

properties.   Each class contains a number of individuals which satisfy the 

necessary and sufficient conditions for granting the membership of this class 

[67].  For instance, class “Person” includes “Gemma” and “Matthew” individuals.  

This really says that Gemma and Matthew are considered to be persons.     
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Figure 7: Classes, Properties and Individuals [67] 

It is particularly useful to notice that an individual d may exist even if it does not 

satisfy the conditions of any class.  In that case d is considered to be a member 

of a general class called “Thing” which does not impose any membership 

conditions.  Actually all the classes are considered to be subclasses of class 

“Thing”.  Moreover an individual may be member of more than one class if it can 

satisfy their conditions.  This is the main difference between ontology modelling 

and object-oriented modelling.    

2.4.1 Ontologies versus Databases       

According to Martinez-Cruz et al. (2012) one can map ontology’s classes to 

database’s tables, ontology’s properties to database’s attributes and ontology’s 

axioms to database’s constraints [66].  Moreover ontology’s instances can be 

seen as the table’s records [66].  Although that mapping sounds sensible; 

ontologies are not the same as databases and should never be considered as 

such.  Some of their differences are mentioned below.    

Databases are designed for a specific application and therefore different 

applications need different database schemas [66].  This is not the same for 

ontologies which describe concepts on a specific domain and can be re-used in 

different applications [66].  Consequently the abstraction level of ontologies is 

higher than this of databases [66]. 
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Using the properties and axioms of ontologies, one can express much more 

semantics comparing to the use of databases’ types and constraints [66].  In 

addition to that, ontologies impose fewer constraints and provide more flexibility 

than databases.  More precisely new independent instances – which do not 

belong to a specific class – may be created [66].  In ontological models, an 

instance is considered to belong to a specific class if, any only if, it satisfies all 

the constraints of this class [66].  However new instances which do not satisfy 

the constraints of any class can still be created [66].  On the other hand, 

database models do not allow the addition of a new record if it does not satisfy 

the constraints of a specific table [66].    

As already mentioned, ontologies can express more semantics than databases 

[66].  This results to a comprehensive and precise conceptualization of a 

domain [66].  However ontologies suffer from performance degradation when 

they contain a large number of instances [66].  This happens because the 

ontological information is usually stored in a plain RDF file [66].  A solution to 

that is to store the instances in a database and have the ontology provided an 

interface for accessing the instances using the database [66]. 

2.4.2 OWL Ontology       

OWL is the most recent ontology language which is created by the World Wide 

Web Consortium (W3C) [67].  It is becoming a standard tool for building 

ontologies related to the Semantic Web [66].  It supports new facilities and more 

operators like union and intersection as well as negation [67]. 

OWL has its own reasoner which can detect any inconsistencies in the logical 

model as well as infer the inheritance hierarchy [67].  For instance let two 

classes A and B with a set of restrictions Ra and Rb respectively.  These 

restrictions are really the properties – or conditions – which an individual needs 

to have in order to grant the class membership.  If we create an individual d by 

specifically declaring d as belonging to class A, then we can guarantee that d 

satisfies Ra.  Now if we declare d as satisfying the additional set of properties Rb 

then the reasoner will automatically infer that d is also a member of B.  This is 

particularly useful in constructing large ontologies since one can specify the 

single inheritances only and let the reasoner decide for any additional 

inheritances [67]. 
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In this project OWL was used to build the two ontologies that have been 

described in subsection 1.4.1. 

2.5 Description Logics 

As already mentioned, ontologies use logic languages like description logics to 

formalize axioms and express semantics [66].  This section provides a brief 

discussion on description logics. 

 

According to Baader et al. (2007), “Description logics (DLs) are a family of 

knowledge representation languages that can be used to represent the 

knowledge of an application domain in a structured and formally well-

understood way” [68].  They can describe formal semantics in a logical structure 

and they are most widely used in ontology languages such as OWL [68].  The 

restrictions, properties and axioms of ontology languages can mainly be 

expressed using DLs. 

 

A quick example to demonstrate DLs follows.  Alice who is currently building an 

ontology O wishes to create a class C to describe all those individuals who are 

young persons and work in a bank or an insurance company and whose 

siblings are all unemployed.  This can easily be done by providing a DL 

restriction R to class C.  The restriction shall be as follows: 

Person ∧    ( ∃   hasAge.Young) ∧   ( ∃   worksIn.(Bank ∨   InsuranceCompany)) 

∧   ( ∀   hasSibling.Unemployed) 

The restriction R contains conjunction (∧), disjunction (∨), “existential restriction 

constructor” (∃ h.A) and “value restriction constructor” (∀ h.A) [68].  We can 

also use negation (¬) [68]. 

It is particularly useful to notice that the restriction R can also be used as a DL 

query.  For instance if Alice wishes to retrieve all those individuals of ontology O 

that satisfy R it can do so by using R as a DL query.  DL queries can be used to 

reason over ontologies and retrieve some results.  They are analogous to SQL 

queries for relational databases.  So DLs are used as the main ingredient for 

constructing and querying ontologies. 
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More details about DLs and their building constructs can be found in [68]. 

2.6 Protègè 

“Protégé is a free, open source ontology editor and knowledge-base framework” 

[69].  It supports the construction of OWL ontologies in an easy and user-

friendly environment [69].  An OWL Ontology is stored in an RDF or OWL or 

XML file.  Instead of constructing an ontology by manually editing its 

corresponding file; a user can use Protégé’s graphical user interface (GUI) to 

construct the ontology and let Protégé automatically export that ontology into 

the actual file [69].  Protégé also supports the visualization of ontologies in a 

hierarchical manner [69]. 

Protégé which is created using the Java platform supports the creation of plug-

ins for adaptability and extensibility [69].  In this project, it is used to facilitate the 

construction of the two ontologies described in 1.4.1.    

2.7 Other Frauds and Crimes 

This section details the characteristics of other frauds and crimes that are used 

to construct the generic fraud ontology. 

2.7.1 Telecommunications Fraud 

Hilas et al. (2008) define telecommunications fraud “as any activity by which 

telecommunications service is obtained without intention of paying” [70].  

Fraudsters who commit telecommunications fraud aim to receive free services 

or reduced-rate services in order to sell them for additional profit [71].  More 

precisely, if a fraudster – who managed to deceive the telecommunications 

service provider (TSP) – receives free calls then he or she can sell these calls 

illegally and make high profits [70] [71].  There are five types of 

telecommunications fraud.  These are discussed below. 

Superimposed Fraud 
Superimposed fraud occurs when a mobile account is taken over by a fraudster 

[72].  This can be done by simply stealing victim’s SIM card or by producing a 

clone of that card – also known as cellular cloning [72].  The fraudster uses 

victim’s mobile account excessively by making or selling phone calls [72].  Of 

course, the bill is sent to the victim who is liable to pay. 
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Subscription Fraud 
Subscription fraud is committed when a fraudster obtains telephone services 

“without intention to pay” for them [1] [71] [72].  Similar to superimposed fraud, 

fraudsters can use these services by making or selling phone calls [72].  A 

fraudster can subscribe to obtain telephone services, make excessive use of 

them and then vanish without paying the bill; burdening TSP with the losses 

[72]. 

Premium Rate Fraud 
Premium rate fraud is perpetrated by exploiting the use of premium rate 

services.  In general, a person A can setup a premium rate service S by 

reaching an agreement with TSP.   More precisely, TSP is committed to pay A 

whenever somebody calls S [1].  If A is a fraudster, he or she will either make a 

“large number of short calls” or a “small number of long calls” to S [1].  The 

exact behaviour of A depends on whether TSP pays A based on the number or 

duration of calls to S [1].  The rationale behind this fraud lies in the fact that 

fraudsters which are making the calls to S will never pay their bills [1] [71]. 

Given that TSP is not aware of the fact that A is a fraudster; they will be liable to 

pay A for all these calls to S even if callers’ bills remain unpaid. 

PABX Fraud 
Private Automated Branch Exchange (PABX) is equipment which facilitates call 

routing within an organization [71].  PABX can route calls to internal or external 

lines via an automated menu [71].  In other words, we can think of PABX as an 

automatic call centre or a switchboard which can connect calls with other lines 

inside or outside the organization. 

PABX fraud occurs when a fraudster obtains unauthorized access to a PABX [1] 

[71].  The fraudster can then exploit the routing facilities of PABX by making 

expensive external calls [1] [71].  The fraudster can also sell these calls or 

inflate the revenue of a premium rate service [71].  Notice that PABX owners 

are liable to pay for all these calls since it is their PABX which is being charged 

[71]. 
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Cramming 
Cramming occurs when fraudsters charge victims’ mobile accounts with 

services they have never obtained [73] [74].  In general, TSP allows people to 

subscribe for services which are provided by a third party.  In this way, the third 

party is allowed to charge people’s mobile accounts accordingly.  Fraudsters 

can deceive people to subscribe for fake services [73] [74].  This can easily be 

done by prompting people to send a text message to a specific number or give 

out their mobile number on the Internet [73]. 

The charges are most likely to be of small amounts and have a generic 

description so as they can easily be overlooked [73] [74].  Moreover, the 

charges may occur only once or many times [73] [74]. 

2.7.2 Securities Fraud 

This subsection describes the different fraud types which occur in the area of 

securities market.  There are three main fraud types.  These are discussed 

below. 

Insider Trading 
Insider trading occurs when a person A trades – buys or sells – the stock of a 

corporation based on inside, non-public information [75] [76] [77] [78].  Person A 

is usually an employee of that corporation – also known as insider – or he or 

she is highly related with an insider [75] [78].  The knowledge of this information 

gives A an unfair advantage over outsiders since he or she can trade stock 

without risk [77].  In particular, if the information was that the revenue of the 

company was increased then A would buy more stock [78].  On the other hand, 

if the revenue was decreased then A would sell his or her stock immediately 

[78]. 

Insider trading affects securities market and can seriously damage corporation’s 

reputation [75] [77]. 

Ponzi Scheme 
Ponzi scheme is a fraudulent investment scheme which deceives investors by 

paying them unusual high profits at the initial state [76] [79].  This is simply done 

by giving the money of new investors, who have just been added to the 

scheme, to older investors [76] [79].  In other words, ponzi scheme is based on 
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virtual profits instead of profits made by real business activities [76] [79].  Due to 

these virtual profits, people keep investing money in the scheme [76] [79].  

Notice that ponzi scheme requires new investors continuously in order to keep 

working [76] [79].  As soon as there are no new investors, the scheme will 

collapse and investors will lose their money [76] [79]. 

Pump and Dump 
Pump and dump scheme occurs when fraudsters inflate the price of stocks of a 

corporation [80] [81].  This can be done by exaggerating the financial health of 

the corporation or by claiming that they have inside information about this 

corporation [80] [81].  The fraudsters – who are usually company insiders –  

urge investors to quickly buy or sell corporation’s stock by exaggerating the 

stock price using the Internet or social media [80] [81].  This makes investors to 

start buying or selling corporation’s stocks, causing an unusual demand on 

these stocks which inflates – pumps – their price [80] [81].  As soon as 

fraudsters stop exaggerating the stocks’ price, the latter will deflate – dump – 

and investors will lose their money [80] [81].  Pump and dump scheme is 

usually perpetrated with small corporations as it is easier to inflate the price of 

their stock [81]. 

2.7.3 Insurance Fraud 

This subsection describes the different fraud types related to insurance industry.  

Insurance fraud can be committed by both the insurer and the insured [82] [83] 

[84].  More details can be found below. 

By Insurer 
One way in which insurance fraud is committed is when the insurer refuses to 

compensate the insured even if insured’s claim is legitimate [82].  The insurer 

may lie to insured by stating that he or she is not eligible to receive 

compensation.  Clearly, this is completely unethical and should be regarded as 

a fraud. 

By Insured 
There are two type of insurance fraud that can be committed by the insured [83] 

[84].  These are the soft and hard insurance fraud [83] [84]. 
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Anyone who inflates the damages of a claim, which is fully legitimate, commits 

soft insurance fraud [83] [84].  For instance, the insured may exaggerate their 

losses after their house was burgled [84].  In addition to that, providing false 

information when applying for insurance can also be considered as soft 

insurance fraud [84].  For instance, if a person, who applies for health 

insurance, conceals a serious illness which he or she had in the past then he or 

she commits soft insurance fraud [84]. 

On the other hand, “hard [insurance] fraud is a deliberate attempt either to stage 

or invent an accident, injury, theft, arson” [84].  The insured invents or stages a 

disaster in order to receive compensation [83] [84].  Clearly, this is a more 

serious type of insurance fraud than soft insurance fraud.  

2.7.4 Mortgage Fraud 

This subsection details the different fraud types that can be perpetrated by 

people who apply for property loans.  There are two types of mortgage fraud 

which are described below [85] [86]. 

Property Fraud 
Property fraud occurs when the borrower applies for a property loan by hiding or 

providing false information [85] [86].  For instance, the borrower may conceal 

any other debts they have or exaggerate their income [85] [86].  The borrower’s 

motivation is to receive just one loan in order to buy a property; with intention to 

repay that loan at some time in the future [85] [86].  Property fraud is less 

serious than profit fraud – which is described below – given that the borrower 

repays the loan on time [85] [86]. 

Profit Fraud 
Profit fraud occurs when a fraudster applies for one or more property loans with 

no intention to repay them [85] [86].  This is usually done in combination with 

identity fraud – which is described in 2.1.3 [86].  In other words, the fraudsters 

use false identity in order to get the loan and vanish [85] [86].  The fraudsters 

may also lie for their employment in order to increase the chances of loan 

approval [85] [86].  Profit fraud is usually committed in collaboration with 

unfaithful insiders [86].  More precisely, an unfaithful bank officer may approve a 

loan application even if he or she knows that the applicant is a fraudster [86].  
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Another interesting way of committing profit fraud is by virtually selling a 

property “multiple times between fake sellers and buyers” in order to “create the 

illusion” that the property has significant value [86].  These transactions are only 

done in paper and show that a property has been sold many times with huge 

amounts of money [86].  Using this approach – which is widely known as 

flipping – a fraudster can claim that he or she wishes to obtain a loan for buying 

that “high-valued” property [86].  If the loan application is approved, the 

fraudster will get the money and vanish; exposing the bank to high losses [85] 

[86]. 

2.7.5 Corporate Crime 

This subsection details the different crimes which are perpetrated by 

corporations.  There are three such crimes and they are described below [3]. 

Corporate Violence 
Corporate violence which refers to “the exposure of employees to harmful and 

unsafe working conditions” may be regarded as a type of corporate crime [3].  

The consequences of corporate violence to employees vary between injuries, 

health problems and “premature deaths” [3].  Employers who expose their 

employees to dangerous conditions can be regarded as criminals [3]. 

Economic Exploitation 
There are various ways in which an employer can economically exploit their 

employees.  The employer may refuse to pay employees for their overtimes and 

pensions as well as refuse to contribute to employee’s social security [3].  In 

addition to that, an employer may illegally reduce employees’ wages as well as 

pay wages which are lower than minimum [3].  

Product Misrepresentation 
Product misrepresentation which refers to the advertisement of false information 

can also be considered as a type of corporate crime [3].  Corporations which 

use false information about their products may seriously harm their customers 

[3].  Consider, for instance, a case where a corporation advertises a product as 

being nut free although it contains nuts.  An allergic person who consumes that 

product may get serious health problems or even die.  In such a case that 

corporation has committed a crime. 
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2.7.6 Governmental Crime 

Governmental crime refers to the various types of crime which are committed by 

government itself [3].  Illegal actions of the government can cause violation of 

civil rights, economic losses as well as physical harm [3].  Following [3], there 

are two types of governmental crime and these are described below. 

Political Crime 
Political crime refers to all these crimes which are committed by politicians 

and/or political parties [3].  Politicians may exploit their political power by 

accepting briberies from corrupted citizens who wish to receive favourable 

treatment [3].  Moreover, some corrupted politicians pay enormous amounts of 

money to their electoral campaign [3].  Although this is treated as a legitimate 

behaviour, it is completely unfair because a significant proportion of this money 

is usually used to bribe voters [3].  As a result, the richest politician or political 

party has higher probability to win the elections [3]. 

State-organized Crime 
This type of crime refers to the complicity of government in the organized crime 

[3].  Following Friedrichs (2009), examples of organized crime are 

assassination, conspiracy, embezzlement, kidnapping, smuggling, spying and 

terrorism [3]. 

2.7.7 Occupational Crime 

Occupational crime refers to the various different crimes which are committed 

by people during their occupation [3].  There are two types of occupational 

crime and these are described below. 

Academic Crime 
Academic crime refers to the various inappropriate activities which are 

committed by academics including professors, researchers and students [3].  

Academics who conduct unsafe or harmful experiments may be regarded as 

criminals; since they can cause serious damage to experiment participants [3].  

In addition to that, academics may perform plagiarism or fabricate the results of 

their work to make them look more promising [3]. 
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Another way in which academic crime occurs is when students apply for an 

entry to a university with false information [3].  Clearly, this can give them an 

unfair advantage over other students [3]. 

Employee Crime 
This type of crime is committed by employees and results in employer’s 

victimization [3].  Corrupted employees may take advantage of their position to 

steal money from their employers [3].  For instance, consider an unfaithful 

cashier in a supermarket who allows their friends to take items free of charge 

[3].  In addition to that, employee crime can also occur when employees steal 

the trade secrets of the company they are working to, with the ultimate goal to 

sell them to competitive companies [3].  According to Friedrichs (2009), trade 

secrets include “ideas, designs, and formulas” [3]. 

2.7.8 Income Tax Evasion 

According to Friedrichs (2009), income tax evasion occurs when people fail to 

provide accurate income reports to the government; in order to avoid paying 

income taxes [3].  People may not provide income reports at all or even worst 

they may provide false income reports [3].  For instance, people may report less 

annual income than they actually gain or hide their employment [3].  Clearly, 

this can be considered as a form of crime since it victimizes honest citizens who 

pay income taxes as it is required [3]. 

2.7.9 Money Laundering 

Money laundering is the concealment of real source of money which has been 

gained from illegal activities [87] [88].  Drug trafficking is one of the most 

common illegal activities which is highly related to money laundering [88]. 

There are various ways in which criminals can commit money laundering [89] 

[90].  According to Quirk (1997), “smurfing” is one [89].  In general, banks 

require from depositors to report their source of money when the amount to be 

deposited is higher than a certain threshold [89].  This procedure is also known 

as the “minimum cash reporting requirement” [89].  Following Quirk (1997), 

“Smurfing involves the use of multiple cash deposits, each smaller than the 

minimum cash reporting requirement” [89]. 
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Transferring money to foreign countries, which have more relaxed rules on cash 

deposits, is another way in which money laundering is committed [89] [90].  In 

addition to that, corruption inside banks can help criminals to launder their 

money [89].  More precisely, unfaithful bank officials may receive briberies to 

accept dirty money for deposition [89].  If criminals manage to launder illegal 

money by depositing it to banks, then they can easily use it as if it was 

legitimate [88]. 

2.7.10 Computer Fraud 

Computer fraud refers to the different types of fraud which are perpetrated using 

computers.  Phishing and site cloning which are described in 2.1.1 can be 

considered as types of computer fraud.  In addition to that, computer fraud can 

be committed using malicious software [91].  This is described below. 

Fraud using Malicious Software 
This refers to the use of malicious software like viruses, Trojan horses and 

worms which exploit computer vulnerabilities to obtain unauthorized access to a 

computer or network [91] [92] [93].  Hackers use malicious software to spy on 

computer users and steal their credentials as well as personal and identity 

information [91].  These can be used to commit other types of fraud including 

credit card and identity fraud. 

2.7.11 Friendly Fraud 

Friendly fraud occurs when a cardholder makes a transaction and then declares 

it as illegitimate [94] [95] [96].  According to [95], friendly fraud can be 

committed very easily [95].  Cardholders may use their credit cards to buy some 

goods or pay for some services and then claim that they don’t recognise these 

payments [94] [95] [96].  If the fraud cannot be proved, the merchant or issuing 

bank is liable to compensate the cardholder [95].  The result is that cardholders 

receive free goods or services whereas merchants or issuing banks loss their 

money [95]. 

Notice that friendly fraud can be considered as another type of credit fraud – 

which is described in 2.1; although the literature does not classify it as thus.  
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2.8 Conclusion 

In this chapter the background research – which has been undertaken during 

the project – was presented.  The chapter started from the different fraud types 

that occur in credit industry.  It then moved to a general description of the 

various techniques which can be used to detect the above fraud types.  The 

related articles concerning these detection techniques were also mentioned.  In 

addition to that, a brief discussion about ontologies and the technologies that 

were used in this project was made.  Finally the characteristics of other frauds 

and crimes – which form the basis of generic fraud ontology – were discussed. 

The next chapter details the design process of project’s deliverables. 
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3 Design 
This chapter details the process of designing the two ontologies mentioned in 

1.4.1 as well as the infrastructure of expert system.  It starts with the 

characteristics of techniques for detecting credit fraud.  These form the basis of 

credit fraud detection ontology introduced in 1.4.1.  It then moves to the design 

of this ontology and its associated expert system.  Finally, details about the 

design of generic fraud ontology are followed.  

3.1 General Characteristics of Detection Techniques 

Technique Learning 
Has 

Para-
meters 

Ease of 
Interpre-
tability 

Size of 
Training 
Sample 

Finds 
Rare 

patterns 

Detects 
new 

frauds 

Artificial 
Neural 

Networks 
Supervised Yes [27] No [32] Large [97] No No 

Support 
Vector 

Machines 
Supervised Yes [55] No [32] 

Large & 

Small [31] 

[54] [97] 

No No 

Bayesian 
Belief 

Networks 
Supervised Yes [49] Yes [48] Large No No 

Decision 
Trees 

Supervised No [98] Yes [32] N/A No No 

Outlier 
Detection 

Unsupervised 
Yes [39] 

[56] 
No 

Don’t Care: 

no model 

construction 

Yes [27] Yes [27] 

Peer 
Group 

Analysis 
Unsupervised Yes [42] No 

Don’t Care: 

no model 

construction 

Yes Yes 

Hidden 
Markov 
Model 

Unsupervised Yes [24] No 
Large & 

Small [50] 
Yes Yes 

Artificial 
Immune 
System 

Semi-

supervised 
Yes [45] No N/A Yes Yes 

Nearest 
Neighbour 

Supervised Yes [31] Yes [61] 
Small [99] 

[31] 
No No 

 Table 1: Characteristics of Detection Techniques
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Recall that the expert system advises software developers as to which detection 

technique they should implement by taking into account their needs.  Software 

developers will provide answers to a number of questions in order to assist the 

expert system in deciding the most appropriate technique.  These questions are 

derived from the various characteristics of detection techniques that have been 

extracted during the research process.  Table 1 illustrates these characteristics. 

Notice that references are used to indicate the sources from where each cell 

value was derived.  The cells with no references indicate that the particular 

value has been derived from the writer’s understanding on the detection 

technique.  Not applicable values – “N/A” – are used to indicate that it was not 

possible to find any information in the literature about the value of a specific cell.  

In order to understand “Don’t Care” values consider the following example.  

Let’s assume that a software developer is asked by the expert system whether 

the technique – that he or she wishes to implement – should need large or small 

number of training samples.  Let’s further assume that the software developer 

replies with the “Small” option.  Normally any technique that has a different cell 

value than “Small” – in the “Size of Training Sample” column of table 1 – should 

be excluded from the candidates’ list.  However, the expert system should not 

exclude any technique t which has a “Don’t Care” value at that specific cell 

because t is not meant to be affected by user’s answers.  For instance the 

outlier detection technique which does not involve any model construction – and 

hence does not need any training samples – should remain in the candidates’ 

list regardless of the user’s answer over “Size of Training Sample” question. 

In order to better understand the contents of table 1, its first row is explained in 

more details.  This includes the characteristics of Artificial Neural Networks 

(ANNs):   

• ANNs support supervised learning 

• ANN models require a number of parameters to be specified by the user 

and this increases their implementation complexity.   

• ANNs cannot easily be interpreted.  This means that it is not obvious for 

an expert user to understand why an ANN model predicted a specific 

outcome.  There are other techniques like DTs which support a better 

interpretability.   
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• ANNs need a large number of training samples in order to correctly 

construct their predictive model.  There are other techniques like SVMs 

and HMMs whose models can be constructed using any number of 

training samples – large or small. 

• Finally ANN models cannot find rare patterns in data – also known as 

outliers – and cannot detect new fraud types.  Notice that these last two 

characteristics can be satisfied by unsupervised and semi-supervised 

techniques only.     

3.2 Specific Characteristics of Detection Techniques 

Recall the different implementations of detection techniques which were found 

in the literature and are mentioned in 2.3.  These implementations are the 

actual techniques which are reported by the expert system.  The reason why 

expert system does not report the general techniques – for example ANN, SVM 

– but their actual implementations is because there are much more 

characteristics available when considering both the characteristics of general 

techniques as well as the characteristics of their specific implementations.  This 

increases the probability to find an implementation which is more suitable to the 

user.  Therefore, the questions which the expert system asks are based on both 

the general and specific techniques and the reported result includes the 

matching score of each specific technique only.  More information on this can 

be found in 4.1.9. 

The specific characteristics of various implementations are divided into 

subsections based on the type of credit fraud the implementations can detect.   

3.2.1 Related to Credit Card Fraud 

Tables 2, 3, 4 and 5 illustrate the specific characteristics of implementations 

which can detect credit card fraud. 
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Technique Implementations 

Deals 
with 

Over-
lapping 

Evaluation 
Data Size 

Optimal 
Para-
meter 

Selection 

Guidelines 
on Feature 
Selection 

Real-world 
test data 

ANN 

LSTM [50] No [53] Large [50] No Yes [50] Yes [50] 

Confidence-based 

NN [51] 
No [53] 

Medium 

[50] 
Yes [51] No No [51] 

GANN [12] No [53] N/A Yes [12] No N/A 

BBN 
Bayesian Network 

[25] 
No [53] N/A No No Yes [25] 

DT 

C&RT [37] No [53] N/A Yes [37] No Yes [37] 

C5.0 [37] No [53] N/A Yes [37] No Yes [37] 

CHAID [37] No [53] N/A Yes [37] No Yes [37] 

SVM 

BSVS [53] Yes [53] N/A No No N/A 

QRT Model [54] Yes [54] 
Medium 

[54] 
No No Yes [54] 

AIS 
AIS-Plain [45] No [53] Huge [45] No [45] Yes [45] Yes [45] 

GA-AIS [49] No [53] Large [49] Yes [49] No [49] Yes [49] 

HMM HMM [24] No [24] Large [24] Yes [24] No No [24] 

OD 

Based On 

Distance Sum 

[39] 

Yes [53] Large [39] No Yes [39] Yes [39] 

SmartSifter [56] N/A N/A No No N/A 

PGA PGA [42] N/A Huge [42] No Yes [42] Yes [42] 

Table 2: Characteristics of Implementations for Detecting Credit Card Fraud (A) 
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Technique Implementations 
Publi-
cation 
Year 

Accuracy 
Level 

Error 

Deals with 
change in 
spending 
behaviour 

Can detect 
fraud in 

new 
customers 

ANN 

LSTM [50] 2009 98% [50] 
13.13% 

[50] 
Yes [50] No 

Confidence-based 

NN [51] 
2008 91.2% [51] 

13.35% 

[51] 
No No 

GANN [12] 2011 N/A N/A No No 

BBN 
Bayesian Network 

[25] 
2002 71% [25] 12.5% [25] No No 

DT 

C&RT [37] 2011 91.34% [37] N/A No No 

C5.0 [37] 2011 92.80% [37] N/A No No 

CHAID [37] 2011 92.22% [37] N/A No No 

SVM 
BSVS [53] 2006 89% [53] N/A No No 

QRT Model [54] 2004 82% [54] 16% [54] Yes [54] Yes [54] 

AIS 
AIS-Plain [45] 2010 90.14% [45] 

96.55% 

[45] 
No No 

GA-AIS [49] 2008 N/A 5.43% [49] No No 

HMM HMM [24] 2008 80% [24] 15% [24] No No [24] 

OD 

Based On 

Distance Sum 

[39] 

2009 89.4% [39] N/A No No [39] 

SmartSifter [56] 2004 80% [56] N/A No No 

PGA PGA [42] 2008 N/A N/A No Yes [42] 

Table 3: Characteristics of Implementations for Detecting Credit Card Fraud (B) 
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Technique Implementations 
Possibility 

of Over-
fitting 

Deals 
with 

noise 

Deals 
with 

skewed 
distribu-

tion 

Supports 
Continuous 

values 

Supports 
Discrete 
values 

ANN 

LSTM [50] No [50] 
Yes 

[32] 
Yes [50] Yes [32] Yes 

Confidence-based 

NN [51] 
Yes [100] 

Yes 

[32] 
N/A Yes [32] Yes 

GANN [12] Yes [100] 
Yes 

[32] 
N/A Yes [32] Yes 

BBN 
Bayesian Network 

[25] 
Yes [33] 

Yes 

[48] 
N/A No [101] Yes [102] 

DT 

C&RT [37] Yes [37] 
Yes 

[31] 
No [37] Yes [31] Yes [32] 

C5.0 [37] No [31] Yes No [37] Yes Yes [32] 

CHAID [37] Yes [37] 
No 

[36] 
No [37] No [32] Yes [32] 

SVM 

BSVS [53] No [31] 
No 

[50] 
Yes [53] No [103] Yes [103] 

QRT Model [54] No [31] 
No 

[50] 
Yes [54] No [103] Yes [103] 

AIS 

AIS-Plain [45] N/A 
No 

[45] 
No Yes [45] Yes [45] 

GA-AIS [49] N/A 
No 

[45] 
No N/A N/A 

HMM HMM [24] No 
Yes 

[104] 
No Yes No [24] 

OD 

Based On 

Distance Sum 

[39] 

Don’t Care: 

no model 

construction 

No Yes [39] Yes [39] No [39] 

SmartSifter [56] 

Don’t Care: 

no model 

construction 

No Yes Yes [56] Yes [56] 

PGA PGA [42] 

Don’t Care: 

no model 

construction 

No 
Don’t 

Care 
Yes [42] No [42] 

Table 4: Characteristics of Implementations for Detecting Credit Card Fraud (C) 
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Technique Implementations 
Model Construction 

Approach 
Can detect fraud 

which occurs 
Real-Time 
Detection 

ANN 

LSTM [50] Multiple-User Online & Offline N/A 

Confidence-based 

NN [51] 
Multiple-User Online & Offline N/A 

GANN [12] Multiple-User Online & Offline N/A 

BBN 
Bayesian Network 

[25] 
Multiple-User Online & Offline N/A 

DT 

C&RT [37] Multiple-User Online & Offline N/A 

C5.0 [37] Multiple-User Online & Offline N/A 

CHAID [37] Multiple-User Online & Offline N/A 

SVM 
BSVS [53] Personalised [53] Online & Offline N/A 

QRT Model [54] Personalised [54] Online & Offline N/A 

AIS 
AIS-Plain [45] Multiple-User Online [45] N/A 

GA-AIS [49] Multiple-User Online & Offline No 

HMM HMM [24] Personalised [24] Online & Offline Yes [24] 

OD 

Based On 

Distance Sum 

[39] 

Personalised [39] Online & Offline N/A 

SmartSifter [56] N/A Online & Offline Yes [56] 

PGA PGA [42] Multiple-User Online & Offline No [42] 

Table 5: Characteristics of Implementations for Detecting Credit Card Fraud (D) 

 

The use of references is done in the same way as described in 3.1.  This is true 

for the special values too – namely “Don’t Care” and “N/A”. 

In order to better understand the contents of tables 2, 3, 4 and 5 their first rows 

are explained in more details.  These are related with the characteristics of 

LSTM implementation which is based on ANN models:   

• First of all, LSTM cannot deal with overlapping data.   

• A large data set has been used to evaluate that implementation.  With 

large data set, the writer of this report means that the number of testing 

samples that were used was between 5001 and 20000 inclusive.  The 

other options are small – that is between 1 and 500 inclusive; medium – 

that is between 501 and 5000 inclusive; and huge – that is greater or 

equal to 20001. 
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• There is no any information in the LSTM’s article for optimal parameter 

selection.  There are other implementations which use mechanisms to 

discover optimal values for parameters. 

• In the LSTM’s article there are guidelines as to which features should be 

selected to achieve the best results. 

• The evaluation has been done with real-world data taken from a bank. 

• The LSTM article has been published on 2009. 

• The accuracy level which has been achieved during the evaluation 

process was 98%.  This is the true positive percentage.  In other words, it 

shows the percentage of fraudulent transactions which were detected by 

that implementation. 

• The error is 13.13%.  Here there is no a clear definition of error because 

different implementations make different error measurements.  

Nevertheless, the most common measurements are the false positive 

and false negative rates.  These are the legitimate transactions which are 

classified as fraudulent and the fraudulent transactions which are 

classified as legitimate. 

• LSTM can deal with change in spending behaviour.  Customers may 

periodically make purchases which do not conform to their usual 

spending behaviour; for instance during Christmas or Easter periods.  

Most of fraud detection systems cannot cope with that sudden change 

and hence they give false alarms. 

• LSTM cannot detect credit card fraud which occurs in new customers 

with no previous knowledge about their usual spending behaviours.  This 

is true for most fraud detection systems too. 

• There is no possibility for LSTM to over-fit the training samples.  

• LSTM deals with noisy data.  This means that its predictive accuracy is 

not affected in case there is some noise in the data. 
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• LSTM deals with skewed distribution.  In other words, it is not affected by 

any imbalance distribution of training samples. 

• LSTM can support both continuous- and discrete-valued attributes.  

Continuous-valued attributes are those which take numerical values like 

integers, doubles, floats etc.  Discrete-valued attributes are those which 

take a finite set of descriptive values like “small”, “medium” or “high” only.  

It is particularly useful to notice that there are techniques which cannot 

support both types of attributes.  A known procedure called discretization 

which maps continuous values into discrete values may be used when 

continuous-valued attributes are not supported by a technique. 

• The model construction approach for LSTM is “Multiple-User”.  This 

means that a generic model is constructed by taking into account a 

bunch of labelled training transactions which have been undertaken by 

many customers.  The opposite of this approach is the “Personalised” 

where a specific model is constructed for each individual customer c by 

taking into account the transactions of c only [53].  In other words each 

customer c has a personalised model which encapsulates the normal 

spending behaviour of c.  Chen et al. (2006) claim that personalised 

approaches can lead to better predictive accuracy [53]. 

• LSTM can detect credit card fraud which occurs either online via internet 

or offline via a physical shop. 

• Finally the information whether LSTM can detect credit card fraud in real-

time is not explicitly stated in its article; hence the “N/A” value.  

Unfortunately there are two implementations only which explicitly state 

that they can detect fraud in real time.  Real-time detection is very 

important in credit card fraud because the earlier the detection of frauds 

the fewer the losses that they cause. 

3.2.2 Related to Bankruptcy Fraud 

Similar to 3.2.1, tables 6, 7 and 8 illustrate the specific characteristics of 

implementations which can detect bankruptcy fraud. 
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Technique Implementations 
Deals with 

Over-
lapping 

Evalu-
ation 

Data Size 

Optimal 
Para-
meter 

Selection 

Guidelines 
on Feature 
Selection 

Real-
world test 

data 

ANN 

Bankruptcy 

Prediction using 

Neural Networks 

[57] 

N/A Small [57] No No Yes [57]  

TV-ANN [58] N/A 
Medium 

[58] 
Yes [58]  Yes [58]  Yes [58] 

DT 

Credit Scoring 

with Boosted 

Decision Trees 

[36] 

N/A 
Medium 

[36]  
No No [36] Yes [36]  

C&RT [55] N/A Small [55]  No Yes [55]  Yes [55]  

SVM 

Bankruptcy 

Prediction using 

SVM [59] 

N/A N/A Yes [59] Yes [59] Yes [59] 

GA-SVM [60] N/A N/A Yes [60] Yes [60] Yes [60] 

Bankruptcy 

Prediction Using 

SVM and Credit 

Bureaux Score 

[13] 

N/A Large [13] Yes [13] Yes [13] Yes [13] 

kNN 
Adaptive Fuzzy 

K-Nearest 

Neighbour [61] 

Yes Small [61] Yes [61] Yes [61] Yes [61] 

Table 6: Characteristics of Implementations for Detecting Bankruptcy Fraud (A) 
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Technique Implementations 
Accuracy 

Level 
Error 

Possibility 
of Over-
fitting 

Deals 
with 

noise 

Deals with 
skewed 

distribution 

ANN 

Bankruptcy 

Prediction using 

Neural Networks 

[57] 

96.83% [57] 7.43% Yes [100] Yes [100] No [57] 

TV-ANN [58] 73.91% [58] N/A Yes [100] Yes [100] No [58] 

DT 

Credit Scoring 

with Boosted 

Decision Trees 

[36] 

87.56% [36] N/A Yes [37] Yes No [36]  

C&RT [55] 90.30% [55] N/A Yes [37] Yes [31] No [55] 

SVM 

Bankruptcy 

Prediction using 

SVM [59] 

82.01% [59] 
33.86% 

[59] 
No [59] No [50] No [59] 

GA-SVM [60] 97.86% [60] 
2.15% 

[60] 
No [60]  No [50] No [60] 

Bankruptcy 

Prediction Using 

SVM and Credit 

Bureaux Score 

[13] 

93.03% [13] 
26.09% 

[13] 
No [31] Yes [13] No [13] 

kNN 
Adaptive Fuzzy 

K-Nearest 

Neighbour [61] 

81.69% [61] 
36.62% 

[61] 
Yes No [61] Yes [61] 

Table 7: Characteristics of Implementations for Detecting Bankruptcy Fraud (B) 
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Technique Implementations 
Publi-
cation 
Year 

Supports 
Continuous 

values 

Supports 
Discrete 
values 

Tested on 
Personal or 
Corporate 

Bankruptcy 
Prediction 

Considers 
the Score 

from 
Credit 

Bureaux 

ANN 

Bankruptcy 

Prediction using 

Neural Networks 

[57] 

1994 

Yes [32] Yes [32] 
Corporate 

[57] 
No 

TV-ANN [58] 
2005 

Yes [32] Yes [32] 
Corporate 

[58] 
No 

DT 

Credit Scoring 

with Boosted 

Decision Trees 

[36] 

2007 

Yes [36] Yes [36] Personal [36] No 

C&RT [55] 
2010 

Yes [31] Yes [32] 
Corporate 

[55] 
No 

SVM 

Bankruptcy 

Prediction using 

SVM [59] 

2005 

No [103] Yes [103] 
Corporate & 

Personal [59] 
No 

GA-SVM [60] 
2005 

No [103] Yes [103] 
Corporate 

[60] 
No 

Bankruptcy 

Prediction Using 

SVM and Credit 

Bureaux Score 

[13] 

2013 

No [13] Yes [13] Personal [13] Yes [13] 

kNN 
Adaptive Fuzzy 

K-Nearest 

Neighbour [61] 

2011 

Yes [99] Yes [99] 
Corporate 

[99] 
No 

Table 8: Characteristics of Implementations for Detecting Bankruptcy Fraud (C) 

 

Notice that most of the columns of these tables are common to those of 

subsection 3.2.1.  Therefore the reader should be able to understand their 

meaning since they have already been introduced in 3.2.1.  For the purpose of 

this subsection, only the two new columns are explained in more details.  These 

are “Tested on Personal or Corporate Bankruptcy Prediction” and “Considers 

the Score from Credit Bureaux” contained in table 8.  The first column states 
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whether a particular implementation has been evaluated using corporate or 

personal testing samples.  In other words, it says whether the testing samples 

describe corporate or personal data.  An implementation which has been 

evaluated using corporate testing samples gives us the confident that can 

detect corporate bankruptcy fraud better than personal bankruptcy fraud.  The 

same applies with personal testing samples and personal bankruptcy fraud 

detection. 

The second column, on the other hand, states whether the implementation 

takes into account the score from credit bureaux when detecting or predicting 

bankruptcy fraud.  As table 8 suggests, only one implementation takes into 

account this. 

3.2.3 Related to Credit Application Fraud 

Similar to 3.2.1 and 3.2.2 tables 9, 10 and 11 illustrate the specific 

characteristics of implementations which can detect credit application fraud.  To 

the best of writer’s knowledge there are only two implementations which can 

detect credit application fraud.  Notice that these implementations cannot be 

considered as belonging to any generic category of techniques – for instance 

ANN, SVM etc – and hence tables 9, 10 and 11 do not contain such 

information. 

Implementation Learning 
Uses Web 

as Informa-
tion Source 

Evalu-
ation 
Data 
Size 

Optimal 
Parameter 
Selection 

Guidelines 
on Feature 
Selection 

Real-
world 

test data 

Application Fraud 

Detection Using 

the Web [64] 

Unsupervised 

[64]  
Yes [64] 

Small 

[64] 
No Yes [64] No [64] 

CASS [18] 
Supervised 

[18] 
No 

Small 

[18] 
Yes [18] Yes [18] 

Yes [18] 

Table 9: Characteristics of Implementations for Detecting Credit Application 
Fraud (A) 
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Implementation 
Publi- 

cation Year 
Accuracy 

Level 
Error 

Possibility 
of Over-
fitting 

Deals with 
noise 

Deals 
with 

skewed 
distribu-

tion 

Application Fraud 

Detection Using 

the Web [64] 

2009  84.5% [64] 
13.33

% [64] 
No No N/A 

CASS [18] 2009 74.5% [18] N/A N/A N/A Yes [18] 

Table 10: Characteristics of Implementations for Detecting Credit Application 
Fraud (B) 

Implementation 
Supports Continuous 

values 
Supports Discrete 

values 
Real-Time 
Detection 

Application Fraud Detection 

Using the Web [64] 
Yes Yes N/A 

CASS [18] Yes Yes Yes [18] 

Table 11: Characteristics of Implementations for Detecting Credit Application 
Fraud (C) 

 

Again, most of the columns of these tables are common to those of subsections 

3.2.1 and 3.2.2.  Therefore the reader should be able to understand their 

meaning since they have already been introduced in 3.2.1.  For the purpose of 

this subsection, only the new column is explained in more details.  This is the 

“Uses Web as Information Source” contained in table 9.  The web can be used 

as a source to gather useful information for assisting application fraud detection.  

This is done by the first implementation of tables 9, 10 and 11.  It is worth 

mentioning, however, that involving the web adds an extra complexity to the 

construction of detection system. 

3.3 Credit Fraud Detection Ontology 

This section demonstrates the design of credit fraud detection ontology 

described in 1.4.1.  It illustrates its class hierarchy and properties; and also 

presents some exemplary DL queries which can be performed on this ontology. 

As mentioned earlier the ontology was constructed using Protègè. 
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3.3.1 Class Hierarchy 

 

Figure 8: Class Hierarchy of Credit Fraud Detection Ontology 

Figure 8 illustrates the class hierarchy of credit fraud detection ontology.  Notice 

that all classes are subclasses of a generic class called “Thing”.  Moreover, the 

hierarchy starts from more generic super classes and moves to more specific 

subclasses.  For instance, “Fraud” is super class of “FinancialFraud”, which is 
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super class of “BankingFraud” which is super class of “CreditFraud” which is 

super class of all the three credit fraud types.  The same applies to 

“Techniques” and “DataMiningTechniques”. 

Notice also the existence of two classes; one called 

“OtherSupervisedTechniques” which is a subclass of “SupervisedLearning” and 

another one called “OtherUnsupervisedTechniques” which is a subclass of 

“UnsupervisedLearning”.  Recall that the two implementations for detecting 

credit application fraud – which are demonstrated in 3.2.3 – cannot be 

considered as belonging to any particular class – for example ANN, SVM etc – 

of data mining techniques.  Therefore, the purpose of 

“OtherSupervisedTechniques” and “OtherUnsupervisedTechniques” is to hold 

the implementations of 3.2.3.  

In addition to that, figure 8 demonstrates a realization of value partition pattern 

which is suggested in [67].  This pattern can be used when we want to introduce 

useful values in our ontology.  Here, the cell values of all tables demonstrated in 

3.1 and 3.2 are introduced using the value partition pattern.  Notice that the 

“Unaffected” class refers to “Don’t care” values.  In order to better understand 

how these values are used in the ontology, the reader should read the following 

subsections – that is 3.3.2 and 3.3.3. 

3.3.2 Properties 

The characteristics of techniques which are described in sections 3.1 and 3.2 

can be mapped into ontology’s properties. 

Figures 9 and 10 illustrate the object and data properties of credit fraud 

detection ontology respectively.  Object properties are those which link two 

individuals together whereas data properties are those which link one individual 

with a data type like string, integer, double etc.  As figure 10 illustrates there are 

only three data properties which take numerical values.  The rest are object 

properties.  It is particularly useful to notice that all the properties of figures 9 

and 10 are derived from tables 1-11.    
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Figure 9: Object Properties of Credit Fraud Detection Ontology 

 

Figure 10: Data Properties of Credit Fraud Detection Ontology 

3.3.3 Expressing Semantics 

By using an example, this subsection explains how the semantics of credit fraud 

detection ontology have been expressed. 

Figure 11 illustrates the semantics of ANN models as these are shown in table 

1.  These are the restrictions of ANN class.  Recall – from 2.4.2 and 2.5 – that 

the restrictions are used to specify the conditions which an individual needs to 

satisfy in order to be a member of a class.  In addition to that, if an individual is 

specifically created as a member of a class then we know that it satisfies all the 

conditions of that class.  
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Figure 11: The Semantics of ANNs 

The word “some” refers to the existential quantifier (∃).  As an example 

consider the “canDetectNewFrauds some False” restriction.  This is applied to 

“ArtificialNeuralNetworks” class.  Recall that “False” is a subclass of 

“OutcomeValuePartition” class and that “canDetectNewFrauds” is an object 

property which links two individuals together.  The above restriction means that 

any individual which is a member of “ArtificialNeuralNetworks” class is related 

with an individual which is a member of “False” class via “canDetectNewFrauds” 

property.  In other words, if an individual A belongs to “ArtificialNeuralNetworks” 

class then there exists an individual f which belongs to “False” class such that A 

is related to f via “canDetectNewFrauds” property.  This can be expressed in a 

more formal way as following: 

A ∈   ArtificialNeuralNetworks ⇒   ( ∃   f: f ∈   False ∧   

canDetectNewFrauds (A, f)) 

It is worth mentioning that all the implementations shown in section 3.2 are 

represented as individuals in credit fraud detection ontology.  Figure 12 

illustrates the semantics of LSTM individual which is a member of 

“ArtificialNeuralNetworks” class. 
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Figure 12: The Semantics of LSTM Individual 

Notice that the various values – “False”, “MultipleUser” etc – are now specific 

individuals and not classes.  For instance “False” is an individual which is a 

member of “False” class.  Actually “False” class contains only one individual 

and that is the “False” individual.  The same happens for all the subclasses of 

“ValuePartition” class.  Although this synonymy is generally not a good practice; 

it provides much simplicity in querying the ontology and hence it has been 

adopted. 

It is particularly useful to notice that the existential quantifier “some” is no longer 

needed when setting the individuals’ semantics.  This is not a surprise since the 

linked individuals have already been introduced.  In other words, we do not refer 

to a class of some individuals but to a particular named individual.  Notice that 

the “supportsOptimalParameterSelection” object property links “LSTM” and 
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“False” individuals together.  On the other hand, the “hasPublicationYear” data 

property links “LSTM” with “2009” integer value. 

3.3.4 Examples of DL Queries        

This subsection demonstrates two examples of DL Queries which can be used 

to reason over credit fraud detection ontology in order to get some results. 

The DL query of figure 13 requests all those individuals which can detect credit 

card fraud and can spot fraud in new customers.  The resulting individuals are 

“PGA” and “QRTModel”.    

 

Figure 13: Example of DL Query on Credit Fraud Detection Ontology (A) 

On the other hand, figure 14 requests all those individuals which can detect 

credit card fraud, can deal with change in spending behaviour and provide 

guidelines on feature selection.  The resulting individual is “LSTM” only.  

 

Figure 14: Example of DL Query on Credit Fraud Detection Ontology (B) 
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3.4 Expert System Design 

This section contains information concerning the design of expert system.  It is 

worth mentioning that the requirement on the expert system was that it should 

be a web application. 

3.4.1 Model – View – Controller Separation        

The main infrastructure of expert system is based on Model – View – Controller 

(MVC) separation.  This is a design pattern which decouples model and view by 

using an intermediary; that is controller.  In other words, view can only access 

model indirectly via controller.  Figure 15 illustrates MVC separation. 

 

Figure 15: Model – View – Controller Separation 

3.4.2 System Class Diagram        

Figure 16 illustrates the class diagram of expert system.  It is divided into three 

packages; these are model, view and controller.  Since the expert system needs 

to be a web application, view contains its various web pages.  These are not 

shown in figure 16 because they cannot be considered as design classes.  In 

addition to that, figure 16 illustrates a simplified version of expert system by 

containing its important classes along with their important operations and 

attributes only.  Classes, attributes and operations which are not really 

important are omitted for the sake of simplicity.  Moreover, the data types of 

attributes, parameters and operations are usually omitted and only shown if 

they are really needed.  All of the above led to a compacted version of system 

class diagram which is easier to understand and interpret.    
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Figure 16: Class Diagram of Expert System  
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In order to better understand figure 16, a closer look is taken to both model and 

controller.  Figure 17 illustrates the model part of figure 16. 

 

Figure 17: Model Part of Expert System Class Diagram 

First of all, the classes “Parser”, “DLQueryEngine”, “DLQueryHelper” and 

“ModelFactory” are singletons.  This means that only one instance of them 

should ever be needed and hence only one instance should ever be instantiated 

[105].  Class “Parser” is responsible to parse DL queries and send them to the 

ontology.  Class “DLQueryEngine” is responsible to send DL queries to “Parser” 

as well as map the result returned from “Parser” into objects that can easily be 

used by the higher layers; namely controller and view.  It is worth mentioning 

that both classes “DLQueryEngine” and “Parser” have been taken from [106] 

and modified to comply with project’s needs. 
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The classes “Question” and “Answer”, which both inherit from the abstract class 

“Element”, are responsible to contain the various questions and their possible 

answers which are asked to the users in order to understand their needs.  In 

addition to that, class “Score” is responsible to contain the matching score of an 

individual – that is a detection technique.  A list of scores is presented to the 

users to help them decide the best technique for them.  For more information 

see 4.1.9. 

The class “ModelFactory” is a pure fabrication class which is responsible to 

create instances of “Question”, “Answer” and “Score” classes.  Factories are 

generally considered as a good practice because they decouple the logic of 

creating objects from the classes which use these objects [105]. 

Figure 18 illustrates the controller part of figure 16. 

 

Figure 18: Controller Part of Expert System Class Diagram 

The class “CreditFraudController” contains the logic for calculating the matching 

score of each detection technique.  In addition to that, it creates and returns a 
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list of all the questions which should be asked to the user based on the type of 

credit fraud to be detected.  The class “TypeSelector” is responsible to contain 

the information as to which type of credit fraud the user wishes to detect.  

Moreover, the class “QuestionManager” acts as an indirection between View 

and “CreditFraudController”; and it holds user answers on questions. 

In addition to matching scores, the expert system allows users to filter the 

detection techniques by their characteristics.  This is facilitated by 

“FilterManager” class.  For more information on filtering see 4.1.11. 

Finally, the expert system allows users to inspect the various characteristics of 

detection techniques.  This is facilitated by “PropertyManager” and 

“IndividualManager” classes.  For more information on this see 4.1.10. 

It is worth mentioning that all the classes in controller layer – except 

“CreditFraudController” – are accessed directly by view layer.  

3.5 Generic Fraud Ontology 

This section demonstrates the design of generic fraud ontology described in 

1.4.1.  It illustrates its class hierarchy and properties; and also shows how its 

semantics are expressed. 

3.5.1 Class Hierarchy 

Figure 19 illustrates the class hierarchy of generic fraud ontology.  It starts with 

generic classes which describe high level concepts and moves to more specific 

subclasses.  This facilitates extensibility. 

 

Figure 19: Class Hierarchy of Generic Fraud Ontology 

As figure 20 suggests, class “Activity” has two subclasses.  These are 

“IllegalActivity” and “LegalActivity”.  As their names suggest, they describe 

illegal and legal activities respectively. 
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Figure 20: Class Hierarchy of “Activity” Class 

The subclasses of “IllegalActivity” called “Fraud” and “Crime” form the heart of 

generic fraud ontology.  These include the various frauds and crimes discussed 

in 2.7. 

Figure 21 illustrates the full hierarchy of “Fraud” class as this is described in 2.7.  

Notice that the three types of credit fraud are also included in this ontology. 
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Figure 21: Full Hierarchy of “Fraud” Class 

Figure 22 illustrates the full hierarchy of “Crime” class as this is described in 2.7. 

 

Figure 22: Full Hierarchy of “Crime” Class 

The “Concept” class of figure 19 contains subclasses which describe ideas as 

well as intangible things – like concepts.  Figure 23 illustrates a part of its 
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hierarchy only.  The reason is that “Concept” class has a large number of 

subclasses and hence it is not possible to illustrate them all in this report.  

 

Figure 23: Part of Hierarchy of “Concept” Class 

Figure 24 illustrates the direct subclasses of the rest of the classes in generic 

fraud ontology.  It is worth mentioning that class “Item” describes tangible things 

for example “Card” and “Device”.  Also the “ValuePartition” class describes 

general values and it is a realization of value partition pattern [67] which is 

mentioned before in 3.3.1.   
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Figure 24: Hierarchy of Other Classes 

Notice that all the classes and their associated subclasses illustrated in this 

subsection are used to express the semantics of various frauds and crimes.  

More details on this can be found in 3.5.3. 

3.5.2 Properties 

Figure 25 illustrates the various properties of generic fraud ontology.  These 

along with the classes shown in 3.5.1 are used to express ontology’s semantics.  

Subsection 3.5.3 – which follows – provides more details on how the semantics 

are expressed. 
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Figure 25: Properties of Generic Fraud Ontology 

3.5.3 Expressing Semantics 

This subsection demonstrates how the semantics of various frauds and crimes 

are expressed in generic fraud ontology.  This is done by illustrating the 

semantics of two frauds and crimes only.  Due to space limitation, it is not 

possible to show the semantics of all the frauds and crimes which are available 

in generic fraud ontology.  Nevertheless, the rest of the semantics are illustrated 

in the appendix chapter.  It is believed that readers shall be able to understand 

the contents of appendix chapter if they read it in combination with section 2.7. 

Figure 26 illustrates the semantics of “pump and dump” fraud which is a type of 

securities fraud. 
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Figure 26: Semantics of “Pump and Dump” Fraud 

Line 1 of figure 26 simply says that the victim of this fraud is any investor who 

invests money in the pump and dump scheme [80] [81].  Line 2 says that this 

fraud is committed by inflating the stock price and touting the stock as described 

in 2.7.2 [80] [81].  Notice the use of “and” and “or” keywords as well as the 

repetition that this line involves.  In DL, this line really means that pump and 

dump fraud can be committed by either inflating the stock price or touting the 

stock; or by performing these two actions in combination.  This approach can be 

used whenever we want to say that either an event A is true or an event B is 

true or both events A and B are true. 

Similarly line 3 says that pump and dump can be committed using the Internet, 

other social media or both [80] [81].  In addition to that, line 4 and 5 say that the 

financial health of corporation and the value of its stocks may be exaggerated 

during pump and dump fraud [81]. 

As mentioned in 2.7.2, investors may be prompted to buy or sell stock as 

quickly as possible [80] [81].  This is what line 6 says.  Moreover, line 7 simply 

says that the fraudsters use false claims to deceive investors whereas line 8 
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says that fraudsters use small corporations to perpetrate pump and dump [80] 

[81]. 

Lines 9 and 10 say that this fraud eventually results in the deflation of stock 

price and the economic loss of investors – who are the actual victims as 

mentioned above [80] [81].  Finally line 11 simply says that pump and dump is a 

type – subclass – of securities fraud. 

Figure 27 illustrates another example of semantics.  This is associated with 

political crime which is described in 2.7.6. 

 

Figure 27: Semantics of “Political Crime” 

Line 1 simply says that political crime is a type – subclass – of governmental 

crime whereas line 2 that is committed by either politicians or political parties or 

both [3].  Lines 3-8 say the various different ways that political crime can be 

committed.  More details on this can be found in 2.7.6. 
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It is worth mentioning that lines 9-13 are inherited from “GovernmentalCrime” 

class and simply point out the victims of governmental crime as well as its 

various consequences. 

The rest of the semantics are included in the appendix chapter.   

3.6 Conclusion 

This chapter demonstrated the process of designing the various project’s 

deliverables.  It started with the design of credit fraud detection ontology by 

presenting the various characteristics of techniques for detecting credit fraud.  It 

then moved to the design of expert system by illustrating its class diagram 

which contained its important classes and operations.  Finally, details about the 

design of generic fraud ontology were included. 

The next chapter demonstrates the implementation of expert system as well as 

the usefulness of generic fraud ontology. 
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4 Implementation 
This chapter contains information regarding the implementation of expert 

system.  In addition to that, the usefulness of generic fraud ontology is 

demonstrated within this chapter. 

4.1 Expert System Implementation 

This section provides details about the implementation of expert system.  It 

starts by discussing the technologies and methodology that have been followed 

during the implementation process.  It then provides some screenshots to 

demonstrate the look and feel of expert system.  

4.1.1 Java 

The expert system has been implemented using Java programming language.  

Although the use of Java was compulsory for this project; it has many 

advantages over other programming languages.  The main advantage is that it 

is platform-independent [107].  This means that Java programs can run in any 

platform without compatibility issues [107].  In addition to that, Java is “simpler 

and easier to learn” comparing to other programming languages since it 

provides automated facilities like “automatic memory allocation and garbage 

collection” [107].  Java is also object-oriented and therefore supports the 

construction of programs with modular structure [107]. 

The main disadvantage of Java programs, however, is that they are slower than 

programs written in other programming languages because they need Java 

Virtual Machine (JVM) in order to be executed [107].  They cannot be executed 

directly on the physical machine [107].   

4.1.2 JavaServer Faces (JSF) 

As already mentioned in 3.4, expert system was required to be a web 

application.  This has been achieved by using JavaServer Faces framework. 

According to [108], “JavaServer Faces (JSF) is a Java-based web application 

framework intended to simplify development integration of web-based user 

interfaces”.  JSF simplifies the creation of web pages and provides separation 

of concerns [109].  In other words, it separates presentation logic from
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application logic by providing special-purpose UI components which can 

facilitate the construction of web applications [109].  JSF allows presentation 

logic and application logic to interact by reserving their distinction.  More 

information on JSF can be found in [109]. 

4.1.3 OWL API 

The OWL API is a Java application programming interface (API) which was 

created at the University of Manchester [106].  It facilitates the creation and 

manipulation of OWL ontologies and supports queries [106].  It maps query 

results into Java objects which can easily be used.  In this project, the OWL API 

has been used to facilitate the interaction between expert system and credit 

fraud detection ontology.  

4.1.4 Iterative and Incremental Development 

An iterative and incremental development [110] has been applied during this 

project, in the following way:  Expert system’s development has been divided 

into three iterations; one for each type of credit fraud which it can support.  

During each iteration, the ontology was being expanded to include the 

characteristics of the new detection techniques.  After that, the expert system 

was being updated to support the new credit fraud type and additional tests 

were being written to ensure that nothing has been broken and that the new 

functionality was working as expected.  Therefore each iteration was resulting to 

a working version of the expert system.  This was being demonstrated to the 

supervisor in order to receive feedback for potential improvements. 

4.1.5 Selecting Fraud Type 

Selecting type of credit fraud is the first thing that users need to do if they want 

to get advice from the expert system.  Figure 28, illustrates the user interface of 

expert system for selecting fraud type. 
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Figure 28: Selecting Fraud Type 

It is worth mentioning that each web page of expert system contains a section 

with some notes which help users to understand the contents of the page.  

Figure 29 illustrates the whole page for selecting fraud type including notes – 

these are found in the green section of the page. 
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Figure 29: Big View of Selecting Fraud Type 
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4.1.6 Answering the Questions 

After fraud type selection, users are prompted to answer a number of questions.  

Some of these questions are common to all different fraud types whereas some 

others are specific to the fraud type selected.  Figure 30 illustrates the first 

question which is asked when users wish to detect credit card fraud. 

 

Figure 30: Answering the Questions 

It is worth mentioning that all questions have the “Unconcerned” option as their 

default answer.  The “Unconcerned” option means that the user does not really 

care how the detection techniques behave on that particular situation which is 

described by the question. 

Figure 31 illustrates a bigger view of answering the questions.  This includes the 

notes section as well.  Here, the notes section contains more technical 

information; for instance what training samples are.  It is believed that if users – 

who are software developers – read the notes section carefully, they should be 

able to understand the questions quite easily.   
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Figure 31: Big View of Answering the Questions 
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It is worth mentioning that there are 12 questions in total for credit card fraud, 

10 for bankruptcy fraud and 8 for credit application fraud.  The last question is 

common to all fraud types.  This is illustrated in figure 32 and it is related to not 

applicable values contained in the ontology. 

 

Figure 32: “Not Applicable Value” Question 

The answer to this question affects the way in which the matching scores of 

detection techniques are calculated.  In order to better understand this, consider 

the following example:  Recall that “LSTM” mentioned in 2.3.1 and 3.2.1 has a 

“not applicable value” concerning the ability to detect credit card fraud in real-

time.  This is shown in table 5.  Notice that there is a question which asks users 

whether the detection technique should be able to detect fraud in real-time.  

This is associated with real-time property of table 5.  Let’s call this question X.  

If the user answers “Yes” to question X as well as to “not applicable value” 

question then the score of “LSTM” will be increased.  This is because the user 

wishes to consider “not applicable” values as acceptable and since “LSTM” has 

a “not applicable” value on real-time property then the system assumes that 

“LSTM” satisfies the user answer at question X.  On the other hand, if the user 

answers “No” to “not applicable value” question and gives any answer to 

question X then the score of “LSTM” will not be increased because the user 

does not wish to consider “not applicable” values as acceptable.  Therefore 

“LSTM” can never satisfy the user answer at question X; no matter what this 

answer is.   

It may be easier to understand how “not applicable value” question works if the 

reader refers to subsection 4.1.9 which provides the pseudo code for calculating 

scores.  

4.1.7 Using Ontology Annotations 

All the questions and their possible answers are encapsulated inside credit 

fraud detection ontology.  This is done using annotations.  Annotations can be 
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applied to all elements of an ontology including properties, classes and 

individuals.  Figure 33 illustrates the annotations of 

“canDealWithChangeInSpendingBehaviour” property. 

 

Figure 33:  Annotations Example 

The first annotation is called “description” and is used to explain the purpose of 

this property.  More information about how the “description” annotation is used 

in the expert system can be found in 4.1.10. 

The second annotation called “toString” has the same purpose as the 

“toString()” method of Java.  More precisely, this annotation specifies how the 

property should ever be shown in the screen.  In other words, if we want to print 

the “canDealWithChangeInSpendingBehaviour” property on the screen then we 

will print the text of “toString” annotation.  Clearly, this is more user-friendly than 
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printing the property exactly as appears in the ontology.  It is worth mentioning 

that the “toString” annotation is used to all ontology’s elements which need to 

be presented to the user including classes and individuals.   

The next annotation called “question” contains the exact question as this is 

asked by the expert system.  Notice that every question which is asked by the 

expert system is directly associated with a property in the ontology using the 

“question” annotation.  However, not all properties in the ontology have a 

“question” annotation since not all properties should be asked by the expert 

system.  For instance it would not make any sense if the “hasAccuracyLevel” 

property – shown in figure 10 – was linked to a question.  This is because if you 

ask a user a question like “what accuracy level should the detection technique 

have”; the user will probably answer “the maximum level possible”.  Therefore it 

is vital to ask questions which reveal the real needs of users and not questions 

whose answers are obvious.  The writer of this report believes that only 

important questions are ever asked by the expert system.   

The next three annotations contain the possible answers that the question has.  

Notice that “No”, “Yes” and “Unconcerned” are the “toString” annotations of 

“False”, “True” and “Unaffected” respectively.  Notice also that figure 30 shows 

the “toString” annotation of these possible answers to the user. 

Finally the “relevantTo” annotation specifies the type of credit fraud that this 

property is associated with.  Whenever the expert system wishes to retrieve all 

the questions for a particular type of credit fraud, say X, it will retrieve all 

properties whose “relevantTo” annotation has value X.  It will then map the 

values of “question” and “possibleAnswer” annotations into Java objects. 

Creating Question and Answer Objects 
Recall “Question” and “Answer” classes illustrated in figure 17.  Objects of these 

classes need to be created and sent to presentation layer which will ask the 

questions to the user.   

It is important for the reader to understand the variable values of these objects.  

Consider the “canDealWithChangeInSpendingBehaviour” property as an 

example.  Table 12 shows the variable values of “Question” and “Answer” 

objects which are created to represent this property. 
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Question Object 

Variable Value 

id “canDealWithChangeInSpendingBehaviour” 

description “Sudden change in spending behaviour...” 

type “object” – since it is an object property 

possibleAnswers List of Answer Objects 

1 

Variable Value 

id “True” 

description “Yes” 

   

2 
id “False” 

description “No” 

   

3 
id “Unaffected” 

description “Unconcerned” 

    

 

Table 12: Variable Values of Question and Answer objects 

Notice that all the “id” variables contain the element names exactly as appear in 

the ontology.  In addition to that, the “description” variable of question object is 

obtained from “question” annotation whereas the “description” variable of 

answer objects is obtained from “toString” annotation.   

4.1.8 Converting User Answers into DL Queries 

Converting user answers into DL queries can easily be done due to the way that 

questions and answers are represented by the expert system – as discussed in 

4.1.7.  In order to understand the way in which user answers are converted into 

DL queries consider the following example.  Let’s assume that a user answered 

“Yes” in the question associated with “canDealWithChangeInSpendingBeha-

viour” property.  This answer needs to be mapped into DL query in order to 

retrieve, from ontology, all these techniques which can deal with change in 

spending behaviour.  The expert system applies the following simple algorithm 

in order to convert this answer into DL query:  

1. get the id of question 
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2. add the word “some”  

3. and then add the id of answer. 

Thus the above user answer will be converted to 

“canDealWithChangeInSpendingBehaviour some True” which is a valid DL 

query. 

4.1.9 Calculating Scores 

The pseudo code for calculating the matching scores of detection techniques – 

based on user answers – is shown in figure 34. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 34: Pseudo Code for Score Calculation 

As line 4.a suggests, in case the user answer is “Unconcerned” then the 

matching scores of all individuals will simply be incremented.  This is because 

getScore (fraudType: String, userAnswers: Map of Question and Answer 
objects): 

1. Retrieve all individuals, from the ontology, which can detect that 
particular fraudType 

2. For each individual initialize its matching score to 0 
3. Find the answer to “not applicable value” question from 

userAnswers 
4. For each user answer A: 

a. If A is “Unconcerned” then increment all scores by 1 - 
since all individuals can satisfy “Unconcerned” answers - 
and continue with the next user answer 

b. Else convert A into DL query as explained in 4.1.8 and go to 
step 4.c 

c. If the answer to “not applicable value” question is “Yes” 
then expand DL query by adding “or ([question_id] some 
NotApplicable)” 

d. Expand DL query by adding “or ([question_id] some 
Unaffected)” 

e. Ask DL query to credit fraud detection ontology 
f. For each individual which was returned after DL query was 

asked, increment its matching score by 1 
5. Sort the list of all individuals based on their matching scores 
6. Return all individuals along with their matching scores 
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the user does not care how the technique behaves in the particular situation 

described by the question and hence all techniques should be considered as 

valid. 

Line 4.c makes sure that if the user has given a positive answer to “not 

applicable value” question then individuals with “not applicable” values are also 

returned.  In addition to that, line 4.d is also important because as shown in 3.1 

and 3.2 some techniques’ characteristics take “Don’t Care” value.  These 

techniques should always be considered as satisfactory no matter what the user 

answer is.  Therefore the DL query needs to be expanded in order to return 

techniques with “Don’t care” values too. 

Figure 35 illustrates an example of matching scores as these are presented by 

the expert system. 
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Figure 35: Example of Matching Scores 

According to figure 35, the best matching score is 90.9% and it is achieved by 

“Long Short-term Memory Recurrent Neural Networks” (LSTM) implementation 

of ANNs.  This means that “LSTM” satisfies 90.9% of user answers.   

Notice that the user can inspect the characteristics of various detection 

techniques by clicking on their name.  More details on this can be found in the 

next subsection – 4.1.10. 

4.1.10 Showing Characteristics 

As mentioned in 4.1.9 when a user clicks on a technique, its characteristics are 

presented.  Figure 36 illustrates the characteristics when clicking on “LSTM”.  

104 
 



Chapter 4: Implementation 
 
These are the characteristics as described in 3.2.1.  The expert system has 

obtained these characteristics from credit fraud detection ontology. 

 

Figure 36: Characteristics of LSTM 

Notice, from figure 36, that a reference to the literature article – which describes 

“LSTM” – is also included in the set of characteristics.  Therefore, the users can 

refer to this article to learn more about the detection technique.  It is worth 

mentioning that references are stored in the ontology by attaching a “reference” 

annotation to each detection technique. 
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Helpful messages are shown whenever the user points to a property or value.  

This can help users to easier understand the characteristics of various 

techniques.  Figures 37 and 38 illustrate two examples of helpful messages.    

 

Figure 37: Helpful Messages (A) 

 

Figure 38: Helpful Messages (B) 

It is worth mentioning that the helpful messages are stored in the ontology using 

the “description” annotation shown in 4.1.7.   

4.1.11 Filtering Facility 

In addition to matching scores, the expert system provides a filtering facility 

which allows users to perform more advanced search on the characteristics of 

detection techniques.  Figure 39 illustrates a filtering example. 

106 
 



Chapter 4: Implementation 
 

 

 

Figure 39: Filtering Example 

The users can specify as many filters as they want.  The techniques are divided 

into two categories.  The category of techniques which satisfy filters – matching 

techniques – and the category of techniques which do not satisfy filters – 

unmatched techniques.  Notice that “LSTM” is now placed in the category of 

unmatched techniques even if it has the highest score. 

The following example demonstrates the usefulness of filtering facility.  Let’s 

assume that a user wants a detection technique which can handle noisy data.  

The user answers all the questions of expert system by making sure that he or 

she answers “Yes” in the “ability to handle noisy data” question.  The expert 

system calculates the matching scores based on user answers and reports 

these to the user.  Let’s assume that the technique which has the highest score 

is “BSVS” because it satisfies most of user answers.  Nevertheless, “BSVS” 

cannot handle noisy data – recall table 4.  In this case, the user can employ the 

filtering facility to identity the techniques which can handle noisy data.  Notice 
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that these techniques will have lower score than “BSVS” but since they satisfy 

the most important user need, they can be considered as being more suitable to 

this particular user.         

Recall that not all properties included in the ontology are associated with a 

question.  The user can filter by all the available properties including those 

which are not associated with any question.  It is therefore believed that the 

filtering facility allows users to make a wiser choice as to which detection 

technique is most appropriate for them. 

It is worth mentioning that the helpful messages described in 4.1.10 are also 

presented to the user while using the filtering facility.  Figure 40 illustrates this. 

 

Figure 40: Helpful Messages while Filtering 

4.2 Usefulness of Generic Fraud Ontology 

In order to demonstrate the usefulness of generic fraud ontology, consider the 

following example:  Let’s assume a system which is capable to inform users for 

the type of fraud which they have been victimized.  The user provides some 

input information to the system concerning actions that he or she has observed.  

The system converts this information into DL query and sends it to generic fraud 

ontology which replies with the fraud type which matches that query.  After that, 

the system reports this fraud type and its characteristics to the user. 
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Let’s assume that Alice received a phone call from Bob who prompted her to 

immediately buy some stocks from a small company C.  Bob claimed that the 

financial health of C was very promising and that this was a big economic 

opportunity for Alice.  Alice, who had some concerns, used the system 

described above to figure out if there is any fraud related to the above events.  

The system converted the information provided by Alice into DL query and sent 

it to generic fraud ontology.  Figure 41 illustrates a possible DL query and the 

returned result.  According to figure 41, the above example matches “pump and 

dump” fraud. 

 

Figure 41: Querying Generic Fraud Ontology 

Notice that the above example assumes that the system has the appropriate 

user interface which allows users to provide the information they want.  It also 

assumes that the system is capable to convert this information into DL queries.  

Using ontology annotations in a similar way as described in 4.1.7 may be useful 

for the construction of such a system. 

4.3 Conclusion 

This chapter demonstrated the implementation of expert system.  In addition to 

that, an example to demonstrate the usefulness of generic fraud ontology was 

included in this chapter. 

The next chapter provides an example of how the expert system has been 

tested.

109 
 



 

5 Testing 
This chapter provides an indication about the way in which the expert system 

has been tested. 

5.1 Unit Testing 

Unit testing has been employed to test the functionality of expert system.  This 

has been achieved by writing tests for all individual units – namely the Java 

methods – during each iteration.  The tests were being rerun during subsequent 

iterations to ensure that nothing has been broken. 

In order to ensure exhaustive test coverage on long units which had 

complicated structure – for instance a lot of branches; divide and conquer 

approach has been employed.   More precisely, all the possible test cases were 

being identified and then tests were being written to cover these cases.  A good 

example on this is shown in the following subsection – that is 5.1.1. 

5.1.1 Testing Score Calculation 

This subsection demonstrates the way in which “getScore” method – described 

in 4.1.9 has been tested.  This method contains a number of branches and 

hence testing is more difficult.  However, possible test cases have been derived 

to ensure exhaustive test coverage of this method.  These are shown in table 

13.  

A/A Test Case Description 

Testing “Unconcerned” answers as following (cases 1-7): 

1 • All answers to questions are “Unconcerned” 

• Expected Result: The scores of all techniques are 100%  

For each technique t: 

2 • Achieve full match with no “Unconcerned” answers 

• Expected Result: Score for t is 100% 

3 • Achieve full match with one “Unconcerned” answer 

• Expected Result: Score for t is 100% 

4 • Achieve full match with many “Unconcerned” answers 

• Expected Result: Score for t is 100% 

5 • Achieve partial match with no “Unconcerned” answers by: 
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o Calculating score manually (expected score) 

o Calling “getScore” to get actual score 

• Expected Result: expected score = actual score 

6 • Achieve partial match with one “Unconcerned” answer by: 

o Calculating score manually (expected score) 

o Calling “getScore” to get actual score 

• Expected Result: expected score = actual score 

7 • Achieve partial match with many “Unconcerned” answers by: 

o Calculating score manually (expected score) 

o Calling “getScore” to get actual score 

• Expected Result: expected score = actual score 

Testing “not applicable” values as following (cases 8-10): 
For each technique t which has a “not applicable” value in any property: 

8 • Give answer “Yes” to “not applicable value” question and give 

random answers to the rest of questions   

• Call “getScore” to get the score for t (score one)   

• Then give answer “No” to “not applicable value” question and 

give the same set of random answers to other questions.   

• Call “getScore” to get the score for t again (score two) 

• Expected Result: score one != score two 

9 • Give answer “Yes” to “not applicable value” question and give 

random answers to the rest of questions   

• Calculate the score manually while giving the random answers 

(expected score) 

• Call getScore method to get the actual score 

• Expected Result: actual score = expected score  

 

10 • Give answer “No” to “not applicable value” question and give 

random answers to the rest of questions  

• Calculate the score manually while giving the random answers 

(expected score) 

• Call “getScore” method to get actual score 

• Expected Result: actual score = expected score 
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Testing “Unaffected” values as following (case 11): 
For each technique t, which has an “Unaffected” – that is “Don’t Care” – 
value in any property p: 

11 • Give any answer to the question associated with p and random 

answers to the rest of questions 

• Call “getScore” method to get the score for t (score one) 

• Then, give a different answer to the question associated with p 

and the same set of random answers to the rest of questions 

• Call “getScore” method to get the score for t again (score two) 

• Expected Result: score one = score two 

Table 13:  Test Cases for Score Calculation 

As table 13 suggests, there are eleven test cases for “getScore” method.  

However, in order to test this method exhaustively, these test cases were 

repeated for each type of credit fraud.  Therefore 33 tests have actually been 

run since there are three different types of credit fraud.  It is worth noting that all 

test cases – except 1 – are repeated for each possible detection technique.  

This is done by using loops inside each test case. 

Notice that the answer for “not applicable value” question in cases 1-7 and 11 

can be any – either “Yes” or “No”.  Notice also that in order to achieve full or 

partial match – as required by test cases 2-7; the characteristics of each 

technique were being retrieved from the ontology and then answers to 

questions based on these characteristics were being given.  For full match all 

the answers must have been satisfied by the current technique t whereas for 

partial match only some of the answers must have been satisfied by t.  In 

addition to that, when a test case uses the word “many” for the “Unconcerned” 

answers, it really means that it can be tested with two or more “Unconcerned” 

answers. 

Manual score calculation means that the test needed to keep track of the 

technique’s score while answering each question.  This could simply be done by 

increasing the score counter whenever the given answer could be satisfied by 

the current technique t. 
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Figure 42 – which is taken from NetBeans – illustrates that all the tests for 

“getScore” method have eventually passed. 

 

Figure 42: Tests for Calculating Score Passed  

Figure 43 illustrates that all the tests for the expert system have eventually 

passed. 

 

Figure 43: All Tests Passed 

5.2 Conclusion 

This chapter provided an indication regarding the way in which the expert 

system has been tested. 

The next chapter evaluates the expert system. 
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6 Evaluation and Critical Analysis 
This chapter demonstrates the evaluation of expert system using an online 

questionnaire. 

6.1 Questionnaire 

An online questionnaire has been created via Survey Monkey [111] to evaluate 

the usefulness of expert system.  The questionnaire contained a link to the 

expert system which has been hosted by an online server.  It is worth 

mentioning that the questionnaire has been approved by School Ethics 

Committee [112]. 

More information about the questionnaire is included in the next subsections. 

6.1.1 Questions 

Table 14 demonstrates the questions which were included in the questionnaire.  

All the questions – except question 10 – were multiple choice questions.    

Table 15 contains the possible options of these questions.  For question 10, 

people could type in text. 

A/A Question Options 
ID 

1 “Are you a software developer and/or do you have some 

knowledge on building software?” 

o1 

2 “Given that the area of fraud detection involves a high 

amount of complexity; the system tries to minimize this 

complexity by asking concise and precise questions which 

contain just enough information to help you understand what 

they are talking about and avoid too much details” 

o2 

3 “The notes, questions and reported results of the system 

reduce the amount of research that a software developer 

needs to undertake in order to build a credit fraud detection 

tool” 

o2 

4 “The system is useful for software developers who wish to 

build a credit fraud detection tool” 

o2 

5 “If you wanted to build a tool for detecting any of the three o3 
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fraud types that are supported by the system; how likely 

would it be to trust this system” 

6 “The system is user-friendly and easy to use” o2 

7 “It is easy to understand both the questions and the 

information which are provided by the system even if you 

don’t have any prior knowledge on fraud detection 

techniques” 

o2 

8 “The reported scores are a good indication as to which 

technique is most suitable for the current situation” 

o2 

9 “The filtering facility complements the reported scores by 

allowing the users to perform more advanced search on the 

properties of each detection technique.  This makes the 

users more capable to choose the technique which best 

suits their needs” 

o2 

10 “If you have any comments and/or you would like to suggest 

any improvements please do not hesitate to report them 

here” 

- 

Table 14: Evaluation Questions 

Options ID Possible Question Options 
o1 a. Yes 

b. No 

o2 a. Strongly Agree 

b. Agree 

c. Neither Agree nor Disagree 

d. Disagree 

e. Strongly Disagree 

o3 a. Extremely Likely 

b. Likely 

c. Neither Likely nor Unlikely 

d. Unlikely 

e. Extremely Unlikely 

Table 15: Possible Question Options 
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Notice that table 14 and 15 are linked using options’ ID.  For instance the 

possible options of question 1 are “Yes” and “No” since its option ID is “o1”.  

6.1.2 Participants 

Only software developers or other people who have knowledge on building 

software could ever have evaluated the expert system.  Therefore an email 

containing a link to both the expert system and questionnaire was initially sent 

to all students of this School.  However, only 35 people responded to the 

request for questionnaire participation.  For this reason, 50 additional responses 

were found by employing Survey Monkey Audience project [113].  With this 

project, one can pay Survey Monkey to find responses on behalf of 

questionnaire owner.  The latter needs to simply choose the profile of 

participants – for example students, employers etc – he or she would like to 

have; and let Survey Monkey to find these participants.  For this questionnaire, 

Survey Monkey could only guarantee that participants would be IT 

professionals.  This did not necessarily mean that all participants would have 

knowledge on building software; but since there was not any better way to 

receive additional responses, Survey Money Audience project was eventually 

employed.   

The total number of responses – including those received by Survey Monkey – 

was 85.  

6.1.3 Results 

This subsection demonstrates the results of each question as these were 

reported by Survey Monkey.  Notice that the term “positive responses” – which 

is used below – refers to the sum of “Strongly Agree” and “Agree” responses.  

The term “negative responses” refers to the sum of “Strongly Disagree” and 

“Disagree” responses whereas the term “neutral responses” refers to “Neither 

Agree nor Disagree” responses. 

Figure 44 illustrates the results of question 1.  Only 14.12% of all participants 

did not have knowledge on building software. 
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Figure 44: Results of Question 1 [111] 
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Figure 45 illustrates the results of question 2.  There are 77.64% positive 

responses, 9.41% negative responses and 12.94% neutral responses.    

 

Figure 45: Results of Question 2 [111] 

Figure 46 illustrates the results of question 3.  There are 75.3% positive 

responses, 12.95% negative responses and 11.76% neutral responses.  In 

other words, 75.3% of participants agree that the expert system reduces the 

amount of research that software developers need to undertake in order to 

construct a tool for detecting credit fraud.  On the other hand, 24.71% of 

participants either disagree or cannot decide whether the expert system 

reduces the amount of research or not.  This might happen because most 

software developers would prefer to get the actual code or at least a detailed 

documentation which would help them write that code.  Clearly the expert 

system is at a higher level of abstraction than documentations and codes.  Its 
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purpose is to give software developers a good starting point and not the 

complete code.  Software developers can refer to the literature article which 

describes the suggested technique in order to find more implementation details.    

 

Figure 46: Results of Question 3 [111]  
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Figure 47 illustrates the results of question 4.  There are 72.94% positive 

responses, 9.41% negative responses and 17.65% neutral responses.  In other 

words, 72.94% of participants believe that the system is useful for software 

developers; whereas 27.06% either disagree or cannot decide whether it is 

useful or not.  The reason for this disagreement or indecision is probably the 

same as for figure 46. 

 

Figure 47: Results of Question 4 [111]  
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Figure 48 illustrates the results of question 5.  There are 49.41% positive 

responses, 4.70% negative responses and 45.88% neutral responses.  Here, 

45.88% of participants cannot decide whether they would trust this system in 

case they wanted to build a credit fraud detection tool.  This is a disappointing 

result.  The reason for this indecision was probably the fact that the expert 

system has been constructed by an MSc student.  This could cause participants 

to be sceptical about the quality and correctness of system’s information.  

Another reason for this indecision might be the fact that most software 

developers would probably want to have the code instead of the literature 

article.  In addition to that, participants might think that they would never be 

required to build such a tool and therefore they could not decide if they would 

ever trust it or not.  

 

 Figure 48: Results of Question 5 [111]  
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Figure 49 illustrates the results of question 6.  There are 70.59% positive 

responses, 10.59% negative responses and 18.82% neutral responses.  In 

other words, 70.59% of participants agree that the system was user-friendly and 

easy to use whereas 29.41% either disagree or cannot decide. 

 

Figure 49: Results of Question 6 [111]  
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Figure 50 illustrates the results of question 7.  There are 71.77% positive 

responses, 10.59% negative responses and 17.65% neutral responses.  In 

other words, 71.77% of participants agree that it was easy to understand the 

questions and the other information contained in the system; whereas 28.24% 

either disagree or cannot decide. 

Recall – from 4.1 – that the expert system contains notes to help users 

understand the questions.  The writer of this report tried to express these notes 

as well as the questions of expert system in the simplest possible way.  The 

results suggest that a significant proportion of participants – namely 28.24% – 

disagree or cannot decide whether the questions and notes were easy to 

understand.  Given that the area of fraud detection involves a high level of 

complexity; the writer of this report still believes that the expert system could not 

be simpler.  
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Figure 50: Results of Question 7 [111]  

Figure 51 illustrates the results of question 8.  There are 70.59% positive 

responses, 7.06% negative responses and 22.35% neutral responses.  In other 

words, 70.59% of participants agree that the reported scores are a good 

indication as to which technique is most appropriate to the current user; 

whereas 29.49% either disagree or cannot decide. 

 

Figure 51: Results of Question 8 [111] 
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Figure 52 illustrates the results of question 9.  There are 77.65% positive 

responses, 4.70% negative responses and 17.65% neutral responses.  In other 

words, 77.65% of participants agree that the filtering facility allows users to 

perform more advanced search on techniques’ characteristics.  This makes 

them more capable to choose the most appropriate technique for them.  On the 

other hand, 22.35% of participants either disagree with the above statement or 

cannot decide at all. 

 

Figure 52: Results of Question 9 [111]  
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Figure 53 illustrates the exact comments provided by participants on question 

10.  Unfortunately, very few participants have provided a comment on the 

expert system.   

The comments are generally positive; although some of the participants wanted 

to receive more information regarding technique’s implementation.  As already 

mentioned, software developers are looking for the actual code or at least a 

detailed documentation.   

Notice that the first and fifth comments were probably provided by people who 

have no knowledge on building software. 

 

Figure 53:  Comments on Question 10 [111]  
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6.1.4 Hypothesis Acceptance 

Recall that the term “positive responses” refers to the sum of “Strongly Agree” 

and “Agree” responses.   

The average percentage of positive responses, which were given to questions 

2-9, is 70.7%.  The writer of this report believes that this is a good result in 

general and that the project’s hypothesis can be considered as acceptable.  

Although the expert system does not contain implementation details; it can 

reduce the amount of research that software developers need to make if they 

wish to implement a credit fraud detection tool.  The expert system can indicate, 

to software developers, the right direction of research.   

6.2 Conclusion 

This chapter evaluated the expert system by presenting the results of the online 

questionnaire. 

The next chapter concludes this dissertation.  
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7 Conclusion and Future Work 
This chapter concludes the dissertation.  It starts with a summary of 

achievements and moves to future work. 

7.1 Summary of Achievements 

During this project the characteristics of techniques for detecting credit fraud 

were derived and encapsulated in an ontology – the credit fraud detection 

ontology.  Using this ontology, an expert system was constructed.  This can 

advise software developers as to which technique they should implement in 

order to detect credit fraud.  The expert system asks some questions to the user 

and then calculates and reports the matching scores of techniques based on 

user answers.  In addition to that, the expert system allows users to filter the 

detection techniques by their characteristics.  The hypothesis of expert system 

was that it reduces the amount of research that software developers need to 

make in case they want to implement a credit fraud detection tool.  This was 

validated using an online questionnaire. 

It is worth mentioning that the credit fraud detection ontology and hence the 

expert system support 3 different types of credit fraud as well as 25 different 

detection techniques in total. 

An additional contribution was achieved during this project.  This was the 

construction of another ontology – called generic fraud ontology – which 

encapsulates the characteristics of 32 different types of fraud and crime 

including credit fraud.  This could be used as the basis of a system capable to 

inform users for the type of fraud which they have been victimized. 

The two ontologies can easily be expanded due to the way in which they have 

been constructed; that is starting from generic classes and moving to more 

specific subclasses.  People can simply add new subclasses in case they want 

to encapsulate additional semantics in these ontologies. 

It is worth mentioning that this project helped me develop my research and 

analytical skills due to the significant amount of research which needed to be 

undertaken.  It also helped me improve my understanding on data mining
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techniques as well as broaden my knowledge on various frauds and crimes 

including credit fraud.        

7.2 Future Work 

Few improvements could be done on project’s deliverables in the future.  The 

credit fraud detection ontology and expert system could be expanded to support 

advice on more types of fraud.  This would require the finding of techniques 

which could detect the new fraud types as well as the encapsulation of their 

characteristics in credit fraud detection ontology.  It would be fascinating if the 

expert system could provide some code or at least a detailed documentation to 

facilitate the implementation of various detection techniques.  Obviously, this is 

a complicated task and cannot be achieved during a five-month MSc project; 

given that the number of different detection techniques is large. 

Concerning the generic fraud ontology, an associated system could be 

constructed to advise users for the type of fraud which they have been 

victimized.  In addition to that, the generic fraud ontology could be expanded to 

encapsulate more types of fraud and crime.     
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Appendix 
This appendix contains screenshots of all the frauds and crimes which are 

encapsulated by generic fraud ontology but are not included in subsection 3.5.3. 

Credit Card Fraud 

 

Figure 54: Semantics of Credit Card Fraud 

 

Figure 55: Semantics of Offline Credit Card Fraud 

 

Figure 56: Semantics of Online Credit Card Fraud
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Bankruptcy Fraud 

 

Figure 57: Semantics of Bankruptcy Fraud 

Credit Application Fraud 

 

Figure 58: Semantics of Credit Application Fraud 
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Friendly Fraud 

 

Figure 59: Semantics of Friendly Fraud 

Fraud using Malicious Software 

 

Figure 60: Semantics of Fraud using Malicious Software 

141 
 



Appendix 
 
Phishing 

 

Figure 61: Semantics of Phishing 

Site Cloning 

 

Figure 62: Semantics of Site Cloning 
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Identity Fraud 

 

Figure 63: Semantics of Identity Fraud 
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Figure 64: Semantics of Identity Theft 

Insurance Fraud by Insurer 

 

Figure 65: Semantics of Insurance Fraud by Insurer 
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Insurance Fraud by Insured 

 

Figure 66: Semantics of Soft Insurance Fraud 

 

Figure 67: Semantics of Hard Insurance Fraud 
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Property Fraud 

 

Figure 68: Semantics of Property Fraud 

Profit Fraud 

 

Figure 69: Semantics of Profit Fraud 
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Figure 70: Semantics of Flipping 

Insider Trading 

 

Figure 71: Semantics of Insider Trading 
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Ponzi Scheme 

 

Figure 72: Semantics of Ponzi Scheme 

Telecommunications Fraud 

 

Figure 73: Semantics of Telecommunications Fraud 
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Cramming 

 

Figure 74: Semantics of Cramming 

PABX Fraud 

 

Figure 75: Semantics of PABX Fraud 
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Premium Rate Fraud 

 

Figure 76: Semantics of Premium Rate Fraud 

Subscription Fraud 

 

Figure 77: Semantics of Subscription Fraud 
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Superimposed Fraud 

 

Figure 78: Semantics of Superimposed Fraud 

Corporate Violence 

 

Figure 79: Semantics of Corporate Violence 
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Economic Exploitation 

 

Figure 80: Semantics of Economic Exploitation 

Product Misrepresentation 

 

Figure 81: Semantics of Product Misrepresentation 

State-organized Crime 

 

Figure 82: Semantics of State-organized Crime 
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Income Tax Evasion 

 

Figure 83: Semantics of Income Tax Evasion 

Money Laundering 

 

Figure 84: Semantics of Money Laundering 

 

Figure 85: Semantics of Smurfing 
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Figure 86: Semantics of Small Cash Deposit 

Academic Crime 

 

Figure 87: Semantics of Academic Crime 

 

Employee Crime 

 

Figure 88: Semantics of Employee Crime 
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Figure 89: Semantics of Trade Secret Theft 
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